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Abstract

This paper describes an ongoing project in whichareecollecting a learner corpus of Arabic, devielgma tagset for error annotation and
performing Computer-aided Error Analysis (CEA) & tdata. We adapted the French Interlanguage GstdfRIDA tagset (Granger,
2003a) to the data. We chose FRIDA in order tfela known standard and to see whether the charegeied to move from a French to
an Arabic tagset would give us a measure of thtamie between the two languages with respect tmdedifficulty. The current
collection of texts, which is constantly growin@ntains intermediate and advanced-level studenings. We describe the need for such
corpora, the learner data we have collected andatiget we have developed. We also describe the feequency distribution of both

proficiency levels and the ongoing work.

1. Introduction

We describe a pilot study in which we developedgsét

for error-annotation of Arabic learner data. We pded

a small pilot corpus of Arabic learner written puations

and adapted the French Interlanguage Database FRIDA
tagset (Granger, 2003a) to the data. We chose FRHIDA
order to follow a known standard and to see whether
changes needed to move from a French to an Arabic
tagset would give us a measure of the distance dmgtw
the two languages with respect to learner difficult

2. Language Learner Corpora

Computer Learner Corpus research is grounded ih bot
corpus linguistics and Second Language Acquisition
(SLA) studies. It uses the methods and tools gbestin-
guistics to gain better insight into authentic tearlan-
guage at different levels — lexis, grammar, andalisse.
(Pravec, 2002; Granger, 2003b).

2.1 Contrastive Interlanguage Analysis (CIA)

Learner corpus research has concentrated on Ctwdras
Interlanguage Analysis (CIA), which involves twgpgs

of comparison — 1) native productions (NS) vs. native
productions (NNS) to highlight the features of non-
nativeness in the learner language; 2) two or more
varieties of NNS to determine whether non-native
features are limited to one group of learners, Hictv
case they are most probably transfer-related phenam
or whether they are shared by several groups ohées,
which would point to a developmental, or interlaage,
issue.

2.2 Computer-Aided Error Analysis

Computer-aided Error Analysis (CEA) has led to acimu
more limited number of publications than CIA duetle
cost of manual error annotation. Apart from artcle
describing error tagging systems, there are a ftieles

covering certain specific error categories includargcal
errors (Man-Lai et al., 1994; Kallkvist, 1995; Lenk
Szymanska, 2003), tense errors (Granger, 1999;
Fitzpatrick and Seegmiller, 2004) and a more recent
article (Neff et al., 2007) covering the range obetypes

in the ICLE corpus from Spain. These analyses affeat
promise for identifying the sources of error (L1
interference, features of novice writing, limited
vocabulary and language structure, etc.) so thel nee
annotate for error and to reduce the cost of atiootdy
automating where possible is great.

3. Error Tagging

There are two ways to annotate learner data for.e@me
approach is to reconstruct the correct form (eitz-F
patrick and Seegmiller, 2001). The other approactoi
mark different types of errors with special tagsg(e
Granger, 2003a). The former is used for developimg
structional materials that can provide (automatic)
feedback to learners; the latter is used for SLgeaech to
compare type of error and error frequency among
different learners at different levels of language
development.

3.1 Applicationsof Error Tagging

Error tagging is a highly time- and labor-consumiagk.
At the same time, a corpus annotated for errorigesvan
invaluable resource for SLA research and practias.
researchers, errors can reveal much about the ggdne
which L2 is acquired and the kinds of strategies th
learners use in that process. For language instsjct
errors can give hints about the extent to whichnlees
have acquired the language system and what thiy sti
need to learn. Finally, for learners themselvesgss to
the data marked for error provides important feetltfar
improvement.

3.2 FRIDA (French Interlanguage Database)
Error tagging in FRIDA implements both reconstronoti



and tagsets. To develop an error tagset for legkragic,

we adapted the FRIDA tagset designed specificalty fo
French. We chose FRIDA because of the explicit
description of the tags in Granger (2003a). FRIBAai
three-level error annotation system, with 9 domaB6s
error categories and 54 word categories. The dotaa@i

is the most general: it specifies whether the exoocerns
typography and spelling, morphology, grammar, lexis
syntax, punctuation, register, or style. Each edmmain

is subdivided into a variable number of error catess.
For example, the lexical domain L groups all lekica
errors due to: 1) insufficient knowledge of the ceptual
meaning of words; 2) violations of the co-occureenc
patterns of words; 3) violations of the grammatical
complementation patterns of words. The word caiegor
(adjective, adverb, article, etc.) are subdividatb i54
subcategories, such as ‘simple, comparative, safpe¥]
complex for adjective errors. This particular tieakes it
possible to sort errors by grammatical category snd
draw up a list of relevant errors for each category

4. A Pilot Arabic Learner Corpus

To the best of our knowledge, there are no leafnabic
corpora available for public use. Prior lack oferast in
Arabic as a foreign language, the existence of ntioae
thirty dialects and subdialects of the languaged an
previous technical difficulties with non-roman gts
have meant that resources for the systematic iigatisin

of the acquisition of Arabic by non-native speakars
extremely scarce. Currently, not only is there ek laf
learner corpora resources for critical languages tiere

is no portable software that can be easily adapted
generate instructional materials automatically Haee
specified criteria, such as the level of linguistic
complexity, different levels of competence, genesget
linguistic structure or discourse style. The curmd@mand
for the rapid generation of teaching materials Aoabic
makes the creation and internet disseminationle&ener
corpus such as this a critical need.

5. Error Annotation of Arabic

5.1 Linguistic Properties of Arabic Relevant to
Error Tagging

The most salient difference between French andiéiab
in the basic word formation process, French beistean

and affix language and Arabic being a triliteralotro
language. However, like French, Arabic has inflauai

affixes that mark gender, person, number, tense,let
addition, there are general errors that will bespre for

all L2s, e.g., errors involving word order, missiig

confused elements, and spelling.

5.2 TheLearner Data

We have analyzed eight different texts written egrhers

of Arabic as a Foreign Language. The level of the
students was either intermediate (3818 words) or
advanced (4741 words). The students are Americivena
speakers of English who studied Arabic in an intens
program and then went to study abroad in Arab cast
Some of the texts were written during their studythe
United States and others represent their writinglevh
abroad.

For this pilot study, the tagset was developed hg o
author and applied by this author and a secondoawtn
different data in order to test the coverage of tiugs.
Once the tagset is complete, we will test for irattar
reliability.

5.3The FRIDA Tagset Applied to Arabic

We have adopted FRIDA's first level of tagging withly

one addition:diglossia, a common error when students
are exposed to the many dialects of Arabic. For the
second level, we deleted some tags and added offes
tags that we dropped include upper/lower case liaoi
and euphony (Arabic does not have these), diasyiéind
homonymy, which will only occur in fully voweled xts

and do not appear in learner writing. We do noicgdte
using these tags on a larger scale set.

In terms of phonology, we added the long/short vowe
distinction, emphatic/non-emphatic consonants, tiona

(a mark of indefiniteness), hamza (a glottal stbptt
learners often do not hear), and shadda (consonant
doubling). In terms of morphology and syntax, wieled
infixation, verb pattern confusion, negation (Alias
several negation particles based on the form of the
sentence and verb tense), and definite and indefini
structure (different from (in)definite agreemeni)he
phenomenon of partial, or weak, agreement in Arabic
caused us to modify the tagset to include fulldafion,
partial inflection, and zero inflection, which FRADdoes

not need for French. We also made minor modificatio
to gender agreement, (in)definite agreement, amiben
agreement. In terms of style, we kept ‘heavy’, tilowe
found no instances of turgid writing in our samplége
added ‘pallid’, for writing that is oversimplified.

We also anticipate that we will need more tags esleal
with texts of beginning and highly advanced leasner
Additionally, as we apply FRIDA’s third tagging lely
we anticipate that we will need to adjust it tofiful
particular needs the corpus will dictate.

5.4 The Tagset for Learner Arabic

Table 1 shows the Arabic tagset we are currentiggus
The first column shows the error domains while the
second demonstrates the error categories. Foratpe t



themselves, we either used the initial(s) and/errtot or
part of the root of the word that represents eammain
and category. The tags use the Arabic script apeapin
brackets in the table.

Error Domains
sUadd Yl

Error Categories
sladl) culid

Form/spelling
<> Jall

Agglutination
< > el

Vowel length confusion
Ayl Al g ya o Jalall)
<ile> EMU

Emphatic/non emphatic
consonants
(UAa> 48 jall 5 daddall oy all

Consonant doubling (shadda
<> saddl

~

Nunation
<> (sl

Glottal stop
< 3ad> 3 3agll

Other spelling errors
<zed> Al dilaa eadf

Morphology
<pa> &_i).an

Derivation-prefixation
<eii> all) - Blsy)

Derivation-suffixation
<S> daadl) - glaay)

Derivation-infixation
<pli> Ao gldl) BLELSY)

Inflection — full

<8 _pa> &_i‘)...a.mﬂ

Inflection — partial
<pie>

Inflection — zero
<> Sl

Inflection confusion
< A> iy palll 8 LK)

Grammar
<GE> 2l

Class (POS)
<g 5> Al ¢ 4

Gender agreement
<gib> (il i ddal)

Definite/Indefinite agreement
<gib> iy il 8 Aidadl)

Number agreement
<gils> 232l i Al

Tense
<@m>3.i.y.a“

Voice

<gre> Jsgaall s pslaadl sl

Negation
<> il

Lexis
<> @l yiall

Meaning

< o>

Adj. complementation
<iaa> diuall dacia

N complementation
<V°3'“’> ?“‘2“ dadia
V complementation
<piE> Jadll daaia
Syntax Word order
<> il <> Gl (g
Word missing
<S> 33 g8k 4K
Word redundant
<S> 343 ) AllS
Cohesion
<hy ;> Lyl 4l
Diglossia Colloquial use
<> aslll Aalsa ) <pac> Aaalall aladinl
Style Unclear
<> sl <umee> ade
Simplistic
S <> ds )
Punctuation Punctuation confusion
<b> ad il Gldle <dala> o gl 4 L)
Punctuation missing
<Gaka> 83 giha add yi daDle
Punctuation redundant
<2 3> 3300 ) add 55 dadle
Typos <gb>
<F> dgmidae oladl

Table 1. The Error Tagset for Arabic

5.5 Evaluation

While our corpus was not large enough to test iater
reliability, our test of the tagset usability yietil results
that will affect our work as we tag a larger corpus

Each annotator covered only 500 words of text e h
due to the need to go up and down the levels aftation

to mark each error. A pull-down menu of tags atheac
level is planned to speed the annotation.

The frequency of error types based on student level
already provides useful data for pedagogical pwrpos
Table 2 shows the most frequent errors by leaee |

Intermed., wc= 3818 Advanced, wc= 4741
31 < e > <d> 85 < e ><d>
Meaning Meaning
21 <gh ><3 > 50 < >< o>
Gender Word order
agreement
15 <GS ><y > 44 <> <>
Word missing Redundant
word
14 <> > 31 < GE>< >
Glottal stop Word
missing
14 <G> <3> 26 < pib><3>
Punctuation Gender
missing agreement




14 <geA>< > 22 <qpa><3E>
Other spelling Tense
mistakes

10 <> <pa> 17 <geA><UE>
Derivation- Other
suffixation spelling

mistakes

9 <gihb>< 5> 15 <pib><3>
Number Number
agreement agreement

9 < > <G> 14 <hy >< 3>
Word order Cohesion

8 < S>> 14 <g 5><3E>

Word missing Class

Table 2. Most frequent errors by learner level.

5.6 Error Frequency Distributions

The tag frequency distributions are not surprisimg, will
be useful in terms of pedagogy. One notable diffeee
between the intermediate and advanced writersaisthie
former are still struggling with
phonological/orthographical issues (e.g., the glagtops
known as ‘hamza’, which are difficult to hear ovatved
in spelling rules) while the latter group have ldiese
errors behind and are struggling, not surprisinghith
features of advanced writing like word order antesion.
Both groups still have difficulties with lexis anthe
morphologically marked agreement.

6. Ongoing Work

Our intention is to test this tagset on our mostntary
writing students’ work and modify further if necasg.

We will continue error tagging on the three levels
beginning, intermediate, and advanced, and make the
tagged essays publicly available via the web fothir
second language acquisition analysis and design of
pedagogical tools.
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