Every empirical study rests on a theoretical framework, on a set of tentative hypotheses that the evidence is designed to test or to adumbrate. It may help the reader of the series of monographs on money that Anna J. Schwartz and I have been writing to set out explicitly the general theoretical framework that underlies them.¹

That framework is the quantity theory of money—a theory that has taken many different forms and traces back to the very beginning of systematic thinking about economic matters. It has probably been "tested" with quantitative data more extensively than any other set of propositions in formal economics—unless it be the negatively sloping demand curve. Nonetheless, the quantity theory has been a continual bone of contention. Until the past three decades, it was generally supported by serious students of economics, those whom we would today term professional economists, and rejected by laymen. However, the success of the Keynesian revolution led to its rejection by perhaps most professional economists. Only recently has it experienced a revival so that it once again commands the adherence

This article is adapted from chapter 2 of a National Bureau of Economic Research monograph by Anna J. Schwartz and myself, Monetary Trends in the U.S. and the U.K., which is near completion. The first five sections of this article draw heavily on Friedman (1968). I am, as always, heavily indebted to Anna Schwartz. I have also benefited from discussion of some parts of this article in a number of classes in monetary theory at the University of Chicago and a number of meetings of the Workshop in Money and Banking of the University of Chicago. H. G. Johnson read the semifinal draft and made many useful suggestions for revision.

This is a study of the National Bureau of Economic Research which is undergoing review. On completion of this review, it will be republished as an NBER Occasional Paper.

¹ Several reviewers of our A Monetary History of the United States, 1867–1960 (Friedman and Schwartz 1963b) criticized us for not making the theoretical framework employed in that book explicit. This article is largely a response to that criticism. See Culbertson (1964) and Meltzer (1965).
of many professional economists. Both its acceptance and its rejection have been grounded basically on judgments about empirical regularities.

1. The Quantity Theory: Nominal versus Real Quantity of Money

In all its versions, the quantity theory rests on a distinction between the *nominal* quantity of money and the *real* quantity of money. The nominal quantity of money is the quantity expressed in whatever units are used to designate money—talents, shekels, pounds, francs, lire, drachmas, dollars, and so on. The real quantity of money is the quantity expressed in terms of the volume of goods and services that the money will purchase.

There is no unique way to express the real quantity of money. One way to express it is in terms of a specified standard basket of goods and services. That is what is implicitly done when the real quantity of money is calculated by dividing the nominal quantity of money by a price index. The standard basket is then the basket the components of which are used as weights in computing the price index—generally, the basket purchased by some representative group in a base year.

A different way to express the real quantity of money is in terms of the time durations of the flows of goods and services the money could purchase. For a household, for example, the quantity of money can be expressed in terms of the number of weeks of the household's average level of consumption that it could finance with its money balances, or, alternatively, in terms of the number of weeks of its average income to which its money balances are equal. For a business enterprise, the real quantity of money it holds can be expressed in terms of the number of weeks of its average purchases, or of its average sales, or of its average expenditures on final productive services (net value added) to which its money balances are equal. For the community as a whole, the real quantity of money can be expressed in terms of the number of weeks of aggregate transactions of the community, or aggregate net output of the community, to which it is equal.

The reciprocal of any of this latter class of measures of the real quantity of money is a velocity of circulation for the corresponding unit or group of units. In every case, the calculation of the real quantity of money or of velocity is made at the set of prices prevailing at the date to which the calculation refers. These prices are the bridge between the nominal and the real quantity of money.

The quantity theory of money takes for granted that what ultimately matters to holders of money is the real quantity rather than the nominal quantity they hold and that there is a fairly definite real quantity of money that people wish to hold under any given circumstances. Suppose that the nominal quantity that people hold at a particular moment of time happens to correspond at current prices to a real quantity larger than the quantity that they wish to hold. Individuals will then seek to dispose
of what they regard as their excess money balances; they will try to pay out a larger sum for the purchase of securities, goods and services, for the repayment of debts, and as gifts than they are receiving from the corresponding sources. However, they cannot as a group succeed. One man's expenditures are another's receipts. One man can reduce his nominal money balances only by persuading someone else to increase his. The community as a whole cannot in general spend more than it receives.

The attempt to do so will nonetheless have important effects. If prices and income are free to change, the attempt to spend more will raise the volume of expenditures and receipts, expressed in nominal units, which will lead to a bidding up of prices and perhaps also to an increase in output. If prices are fixed by custom or by government edict, the attempt to spend more will either be matched by an increase in goods and services or produce "shortages" and "queues." These, in turn, will raise the effective price and are likely sooner or later to force changes in official prices.

The initial excess of nominal balances will therefore tend to be eliminated, even though there is no change in the nominal quantity of money, by either a reduction in the real quantity available to hold through price rises or an increase in the real quantity desired through output increases. And conversely for an initial deficiency of nominal balances.

It is clear from this discussion that changes in prices and nominal income can be produced either by changes in the real balances that people wish to hold or by changes in the nominal balances available for them to hold. Indeed, it is a tautology, summarized in the famous quantity equation, that all changes in nominal income can be attributed to one or the other—just as a change in the price of any good can always be attributed to a change in either demand or supply. The quantity theory is not, however, this tautology. On an analytical level, it is an analysis of the factors determining the quantity of money the community wishes to hold; on an empirical level, it is the generalization that changes in desired real balances (in the demand for money) tend to proceed slowly and gradually or to be the result of events set in train by prior changes in supply, whereas, in contrast, substantial changes in the supply of nominal balances can and frequently do occur independently of any changes in demand. The conclusion is that substantial changes in prices or nominal income are almost invariably the result of changes in the nominal supply of money.

2. Quantity Equations

The tautology embodied in the quantity equation is a useful device for clarifying the variables stressed in the quantity theory. The quantity equation has taken different forms, according as quantity theorists have stressed different variables.
a) Transactions Equation

The most famous version of the quantity equation is doubtless the transactions version popularized by Irving Fisher (Fisher 1911, pp. 24–54):

\[ MV = PT \]  

(1)

or

\[ MV + M'V' = PT. \]  

(2)

In this version, the elementary event is a transaction: an exchange in which one economic actor transfers to another economic actor goods or services or securities and receives a transfer of money in return. The right-hand side of the equations corresponds to the transfer of goods, services, and securities; the left-hand side, to the matching transfer of money.

Each transfer of goods, services, or securities is regarded as the product of a price and a quantity: wage per week times number of weeks, price of a good times number of units of the good, dividend per share times number of shares, price per share times number of shares, and so on. The right-hand side of equations (1) and (2) is the aggregate of such payments during some interval, with \( P \) a suitably chosen average of the prices, and \( T \) a suitably chosen aggregate of the quantities during that interval, so that \( PT \) is the total nominal value of the payments during the interval in question. The units of \( P \) are dollars per unit of quantity; the units of \( T \) are number of unit quantities per period of time. We can convert the equation from an expression applying to an interval of time to one applying as of a point in time by the usual limiting process of letting the interval of time for which we aggregate payments approach zero, and expressing \( T \) not as an aggregate but as a rate of flow (that is, the limit of the ratio of aggregate quantities to the length of the interval as the length of the interval approaches zero). The magnitude \( T \) then has the dimension of quantity per unit time. The product of \( P \) and \( T \) then has the dimension of dollars per unit time.

Because the right-hand side is intended to summarize a continuing process, a flow of physical goods and services, the physical item transferred (good, service, or security) is treated as if it disappeared from economic circulation once transferred. If, for example, a single item, say, a house, were transferred three times in the course of the time interval for which \( PT \) is measured, it would enter into \( T \) as three houses for that time interval. Further, only those physical items that enter into transactions are explicitly included in \( T \). The houses that exist but are not bought or sold during the time interval are omitted, though, if they are rented, the rental values of their services will be included in \( PT \) and the number of dwelling-unit years per year will be included in \( T \). Clearly, \( T \) is a rather special kind of index of quantities: it includes service flows (man-hours, dwelling-unit years, kilowatt hours) but also capital items yielding flows (houses,
electric generating plants), weighting each of these capital items in accordance with the number of times it enters into exchanges (its "velocity of circulation" in strict analogy with the "velocity of circulation" of money). Similarly, $P$ is a rather special kind of price index.

The monetary transfer analyzed on the left-hand side of equations (1) and (2) is treated very differently. The money that changes hands is treated as retaining its identity, and all money, whether used in transactions during the time interval in question or not, is explicitly accounted for. Money is treated as a stock, not a flow or a mixture of a flow and a stock. For a single transaction, the breakdown into $M$ and $V$ is trivial: the cash that is transferred is turned over once, or $V = 1$. For all transactions during an interval, we can, in principle, classify the existing stock of dollars of money according as each dollar entered into 0, 1, 2, ..., transactions, that is, according as each dollar "turned over" 0, 1, 2, ..., times. The weighted average of these numbers of turnover, weighted by the number of dollars that turned over that number of times, is the conceptual equivalent of $V$. The dimensions of $M$ are dollars; of $V$, number of turnovers per unit time; so, of the product, dollars per unit time.\(^2\)

Equation (2) differs from equation (1) by dividing payments into two categories: those effected by the transfer of hand-to-hand currency (including coin) and those effected by the transfer of deposits. In equation (2) $M$ stands solely for the volume of currency and $V$ for the velocity of currency, $M'$ for the volume of deposits and $V'$ for the velocity of deposits.

One reason for the emphasis on this particular division was the persistent dispute about whether the term "money" should include only currency or deposits as well (Friedman and Schwartz 1970, chap. 2). Another reason was the direct availability of figures on $M'V'$ from bank records of clearings or of debits to deposit accounts. These make it possible to calculate $V'$ in a way that it is not possible to calculate $V$.\(^3\)

Equations (1) and (2), like the other quantity equations I shall discuss, are intended to be identities—a special application of double-entry bookkeeping, with each transaction simultaneously recorded on both sides of the equation. However, as with the national income identities with which

\(^2\) A common criticism of the quantity equation is that, while it takes account of the velocity of circulation of money, it does not take account of the velocity of circulation of goods. As the preceding two paragraphs make clear, while this criticism is not literally valid, it has a real point. The velocity of circulation of money is explicit; the velocity of circulation of goods is implicit. It might well make the right-hand side of equations (1) and (2) more meaningful to make it the sum of two components—one, the total value of transactions involving continuing flows, the other, the value of transfers of existing items of wealth—and to express the second component as a price times a velocity times a stock. In effect, the shift to the income version of the equation resolves the issue by completely neglecting transfers of existing items of wealth.

\(^3\) For an extremely ingenious indirect calculation of $V$, not only for currency as a whole but for particular denominations of currency, see Laurent (1969).
we are all familiar, when the two sides, or the separate elements on the two sides, are estimated from independent sources of data, many differences between the two sides emerge (Mitchell 1927, pp. 128–39). This has been less obvious for the quantity equations than for the national income identities—with their standard entry “statistical discrepancy”—because of the difficulty of calculating \( V \) directly. As a result, \( V \) in equation (1) or \( V' \) in equation (2) have generally been calculated as the numbers having the property that they render the equations correct. These calculated numbers therefore embody the whole of the counterpart to the “statistical discrepancy.”

Just as the left-hand side of equation (1) can be divided into several components, as in equation (2), so also can the right-hand side. The emphasis on transactions reflected in this version of the quantity equation suggests dividing total transactions into categories of payments for which payment periods or practices differ: for example, into capital transactions, purchases of final goods and services, purchases of intermediate goods, payments for the use of resources, perhaps separated into wage and salary payments versus other payments. The observed value of \( V \) might well be a function of the distribution of total payments among categories. Alternatively, if the quantity equation is interpreted not as an identity but as a functional relation expressing desired velocity as a function of other variables, the distribution of payments may well be an important set of variables.

\[ b) \text{ The Income Form of the Quantity Equation} \]

Despite the large amount of empirical work done on the transactions equations, notably by Irving Fisher and Carl Snyder (Fisher 1911, pp. 280–318; Fisher 1919; Snyder 1934), the ambiguities of the concepts of “transactions” and the “general price level”—particularly those arising from the mixture of current and capital transactions—were never satisfactorily resolved. The more recent development of national or social accounting has stressed income transactions rather than gross transactions and has explicitly and satisfactorily dealt with the conceptual and statistical problems of distinguishing between changes in prices and changes in quantities. As a result, the quantity equation has more recently tended to be expressed in terms of income rather than of transactions. Let \( Y = \) nominal national income, \( p = \) the price index implicit in estimating national income at constant prices, and \( y = \) national income in constant prices, so that

\[ Y = Py. \tag{3} \]

Let \( M \) represent, as before, the stock of money; but define \( V \) as the average number of times per unit time that the money stock is used in making
income transactions (that is, payments for final productive services or, alternatively, for final goods and services) rather than all transactions. We can then write the quantity equation in income form as

\[ MV = Py, \]  

or, if it is desired to distinguish currency from deposit transactions, as

\[ MV + M'V' = Py. \]  

Although the symbols \( P, V, \) and \( V' \) are used both in equations (4) and (5) and in equations (1) and (2), they stand for different concepts in each pair of equations.

Equations (4) and (5) are both conceptually and empirically more satisfactory than equations (1) and (2). However, they have the disadvantage that they completely neglect both the ratio of intermediate to final transactions and transactions in existing capital assets.

In the transactions version of the quantity equation, each intermediate transaction—that is, purchase by one enterprise from another—is included at the total value of the transaction, so that the value of wheat, for example, is included once when it is sold by the farmer to the mill, a second time when the mill sells flour to the baker, a third time when the baker sells bread to the grocer, a fourth time when the grocer sells bread to the consumer. In the income version, only the net value added by each of these transactions is included. To put it differently, in the transactions version, the elementary event is an isolated exchange of a physical item for money—an actual, clearly observable event. In the income version, the elementary event is a hypothetical event that can be inferred from observation but is not directly observable. It is a complete series of transactions involving the exchange of productive services for final goods, via a sequence of money payments, with all the intermediate transactions in this income circuit netted out. The total value of all transactions is therefore a multiple of the value of income transactions only.

For a given flow of productive services or, alternatively, of final products (two of the multiple faces of income), the volume of transactions will clearly be affected by vertical integration or disintegration of enterprises, which reduces or increases the number of transactions involved in a single income circuit, or by technological changes that lengthen or shorten the process of transforming productive services into final products. The volume of income will not be thus affected.

Similarly, the transactions version includes the purchase of an existing asset—a house or a piece of land or a share of equity stock—precisely on a par with an intermediate or final transaction. The income version excludes such transactions completely.

Are these differences an advantage or disadvantage of the income version? That clearly depends on what it is that determines the amount of
money people want to hold. Do changes of the kind considered in the
preceding paragraphs, changes that alter the ratio of intermediate and
capital transactions to income, also alter in the same direction and by the
same proportion the amount of money people want to hold? Or do they
tend to leave this amount unaltered? Or do they have a more complex
effect?

Clearly, the transactions and income versions of the quantity theory
involve very different conceptions of the role of money. For the transactions
version, the most important thing about money is that it is transferred.
For the income version, the most important thing is that it is held. This
difference is even more obvious from the Cambridge cash-balances version
of the quantity equation. Indeed, the income version can perhaps best be
regarded as a way station between the Fisher and the Cambridge versions.

c) Cambridge Cash-Balances Approach

The essential feature of a money economy is that it enables the act of
purchase to be separated from the act of sale. An individual who has
something to exchange need not seek out the double coincidence—someone
who both wants what he has and offers in exchange what he wants.
He need only find someone who wants what he has, sell it to him for
general purchasing power, and then find someone who has what he wants
and buy it with general purchasing power.

In order for the act of purchase to be separated from the act of sale,
there must be something which everybody will accept in exchange as
"general purchasing power"—this is the aspect of money emphasized in
the transactions approach. But also there must be something which can
serve as a temporary abode of purchasing power in the interim between
sale and purchase. This is the aspect of money emphasized in the cash-
balances approach.

How much money will people or enterprises want to hold for this
purpose? As a first approximation, it has generally been supposed that the
amount bears some relation to income, on the assumption that this affects
the volume of potential purchases for which the individual or enterprise
wishes to hold a temporary abode of purchasing power. We can therefore
write

\[ M = kPy, \] (6)

where \( M \), \( P \), and \( y \) are defined as in equation (4), and \( k \) is the ratio of
money stock to income—either the observed ratio so calculated as to
make equation (6) an identity, or the "desired" ratio so that \( M \) is the
"desired" amount of money, which need not be equal to the actual amount.
In either case, \( k \) is numerically equal to the reciprocal of the \( V \) in equation
(4), the \( V \) in one case being interpreted as measured velocity and in the
other as desired velocity.
Although equation (6) is simply a mathematical transformation of equation (4), it brings out much more sharply the difference between the aspects of money stressed by the transactions approach and those stressed by the cash-balances approach. This difference makes different definitions of money seem natural and leads to emphasis being placed on different variables and analytical techniques.

The transactions approach makes it natural to define money in terms of whatever serves as the medium of exchange in discharging obligations. By stressing the function of money as a temporary abode of purchasing power, the cash-balances approach makes it seem entirely appropriate to include also such stores of value as demand and time deposits not transferable by check, although this approach clearly does not require their inclusion (Friedman and Schwartz 1970, chap. 3).

Similarly, the transactions approach leads to stress being placed on such variables as payments practices, the financial and economic arrangements for effecting transactions, and the speed of communication and transportation as it affects the time required to make a payment—essentially, that is, to emphasis on the mechanical aspects of the payments process. The cash-balances approach, on the other hand, leads to stress being placed on variables affecting the usefulness of money as an asset: the costs and returns from holding money instead of other assets, the uncertainty of the future, and so on—essentially, that is, to emphasis on the role of cash in a portfolio.

Of course, neither approach enforces the exclusion of the variables stressed by the other—and the more sophisticated economists who have used them have had broader conceptions than the particular approach they adopted. The portfolio aspects enter into the costs of effecting transactions and hence affect the most efficient payment arrangements; the mechanical aspects enter into the returns from holding cash and hence affect the usefulness of cash in a portfolio.

Finally, with regard to analytical techniques, the cash-balances approach fits in much more readily with the general Marshallian demand-supply apparatus than does the transactions approach. Equation (6) can be regarded as a demand function for money, with \( P \) and \( y \) on the right-hand side being two of the variables on which demand for money depends, and with \( k \) symbolizing all the other variables, so that \( k \) is to be regarded not as a numerical constant but as itself a function of still other variables. For completion, the analysis requires another equation showing the supply of money as a function of other variables. The price level or the level of nominal income is then the resultant of the interaction of the demand and supply functions.

The quantity theory in its cash-balances version thus suggests organizing an analysis of monetary phenomena in terms of (1) the factors determining the nominal quantity of money to be held—the conditions determining
supply—and (2) the factors determining the real quantity of money the community wishes to hold—the conditions determining demand.

3. Supply of Money in Nominal Units

The factors determining the nominal quantity of money available to be held depend critically on the monetary system. For systems like those which have prevailed in the United States and in the United Kingdom during the past century, they can usefully be analyzed under the three main headings that we have termed the proximate determinants of the money stock: (1) the amount of high-powered money—for any one country this is determined through the balance of payments under an international commodity standard, by the monetary authorities, under a fiduciary standard; (2) the ratio of bank deposits to bank holdings of high-powered money—this is determined by the banking system subject to whatever requirements are imposed on them by law or the monetary authorities; and (3) the ratio of the public’s deposits to its currency holdings—this is determined by the public (Friedman and Schwartz 1963b, pp. 776–98; Cagan 1965).

4. The Demand for Money

J. M. Keynes’s liquidity preference analysis (discussed further in section 5, below) reinforced the shift of emphasis from the transactions version of the quantity equation to the cash-balances version—a shift of emphasis from mechanical aspects of the payments process to the qualities of money as an asset. Keynes’s analysis, though strictly in the Cambridge cash-balances tradition, was much more explicit in stressing the role of money as one among many assets, and of interest rates as the relevant cost of holding money.

More recent work has gone still further in this direction, treating the demand for money as part of capital or wealth theory, concerned with the composition of the balance sheet or portfolio of assets.

From this point of view, it is important to distinguish between ultimate wealth holders, to whom money is one form in which they choose to hold their wealth, and enterprises, to whom money is a producer’s good like machinery or inventories (Friedman 1956).

a) Demand by Ultimate Wealth Holders

For ultimate wealth holders, the demand for money, in real terms, may be expected to be a function primarily of the following variables:

i) Total wealth.—This is the analogue of the budget constraint in the usual theory of consumer choice. It is the total that must be divided among
various forms of assets. In practice, estimates of total wealth are seldom available. Instead, income may serve as an index of wealth. However, it should be recognized that income as measured by statisticians may be a defective index of wealth because it is subject to erratic year-to-year fluctuations, and a longer-term concept, like the concept of permanent income developed in connection with the theory of consumption, may be more useful (Friedman 1957, 1959; Brunner and Meltzer 1963; Meltzer 1963).

The emphasis on income as a surrogate for wealth, rather than as a measure of the "work" to be done by money, is conceptually perhaps the basic difference between more recent work and the earlier versions of the quantity theory.

ii) The division of wealth between human and nonhuman forms.—The major asset of most wealth holders is their personal earning capacity, but the conversion of human into nonhuman wealth or the reverse is subject to narrow limits because of institutional constraints. It can be done by using current earnings to purchase nonhuman wealth or by using nonhuman wealth to finance the acquisition of skills but not by purchase or sale and to only a limited extent by borrowing on the collateral of earning power. Hence, the fraction of total wealth that is in the form of nonhuman wealth may be an additional important variable.

iii) The expected rates of return on money and other assets.—This is the analogue of the prices of a commodity and its substitutes and complements in the usual theory of consumer demand. The nominal rate of return on money may be zero, as it generally is on currency, or negative, as it sometimes is on demand deposits subject to net service charges, or positive, as it sometimes is on demand deposits on which interest is paid and generally is on time deposits. The nominal rate of return on other assets consists of two parts: first, any currently paid yield or cost, such as interest on bonds, dividends on equities, and storage costs on physical assets, and, second, changes in their nominal prices. The second part will, of course, be especially important under conditions of inflation or deflation.

iv) Other variables determining the utility attached to the services rendered by money relative to those rendered by other assets—in Keynesian terminology, determining the value attached to liquidity proper.—One such variable may be one already considered—namely, real wealth or income, since the services rendered by money may, in principle, be regarded by wealth holders as a "necessity," like bread, the consumption of which increases less than in proportion to any increase in income, or as a "luxury," like recreation, the consumption of which increases more than in proportion.

Another variable that is likely to be important empirically is the degree of economic stability expected to prevail in the future. Wealth holders are likely to attach considerably more value to liquidity when they expect economic conditions to be unstable than when they expect them to be
highly stable. This variable is likely to be difficult to express quantitatively even though the direction of change may be clear from qualitative information. For example, the outbreak of war clearly produces expectations of instability, which is one reason why war is often accompanied by a notable increase in real balances—that is, a notable decline in velocity.

Still another variable may be the volume of capital transfers relative to income—of trading in existing capital goods by ultimate wealth holders. The higher the turnover of capital assets, the higher the fraction of total assets people may find it useful to hold as cash. This variable corresponds to the class of transactions neglected in going from the transactions version of the quantity equation to the income version.

We can symbolize this analysis in terms of the following demand function for money for an individual wealth holder:

\[
\frac{M}{P} = f(y, w; r_m, r_b, r_e, \frac{1}{P} \frac{dP}{dt}; u),
\]

(7)

where \( M, P \), and \( y \) have the same meaning as in equation (6) except that they relate to a single wealth holder; \( w \) is the fraction of wealth in nonhuman form (or, alternatively, the fraction of income derived from property); \( r_m \) is the expected nominal rate of return on money; \( r_b \) is the expected nominal rate of return on fixed-value securities, including expected changes in their prices; \( r_e \) is the expected nominal rate of return on equities, including expected changes in their prices; \((1/P)(dP/dt)\) is the expected rate of change of prices of goods and hence the expected nominal rate of return on real assets; and \( u \) is a portmanteau symbol standing for whatever variables other than income may affect the utility attached to the services of money. Each of the four rates of return stands, of course, for a set of rates of return, and for some purposes it may be important to classify assets still more finely—for example, to distinguish currency from deposits, long-term from short-term fixed-value securities, risky from relatively safe equities, and one kind of physical assets from another.\(^4\)

The usual problems of aggregation arise in passing from equation (7) to a corresponding equation for the economy as a whole—in particular, they arise from the possibility that the amount of money demanded may depend on the distribution among individuals of such variables as \( y \) and \( w \) and not merely on their aggregate or average value. If we neglect these distributional effects, equation (7) can be regarded as applying to the community as a whole, with \( M \) and \( y \) referring to per capita money holdings and per capita real income, respectively, and \( w \) to the fraction of aggregate wealth in nonhuman form.

\(^4\) Under some assumed conditions, the four rates of return may not be independent. For example, in a special case considered in Friedman (1956, pp. 9–10),

\[ r_b = r_e + (1/P)(dP/dt). \]
The major problems that arise in practice in applying equation (7) are the precise definitions of \( y \) and \( w \), the estimation of expected rates of return as contrasted with actual rates of return, and the quantitative specification of the variables designated by \( u \).

b) Demand by Business Enterprises

Business enterprises are not subject to a constraint comparable with that imposed by the total wealth of the ultimate wealth holder. The total amount of capital embodied in productive assets, including money, is a variable that can be determined by an enterprise to maximize returns, since it can acquire additional capital through the capital market. Hence, there is no reason on this ground to include total wealth, or \( y \) as a surrogate for total wealth, as a variable in the business demand function for money.

It may, however, be desirable to include a somewhat similar variable defining the "scale" of the enterprise on different grounds—namely, as an index of the productive value of different quantities of money to the enterprise. This is more nearly in line with the earlier transactions approach emphasizing the "work" to be done by money. It is by no means clear what the appropriate variable is: total transactions, net value added, net income, total capital in nonmoney form, or net worth. The lack of availability of data has meant that much less empirical work has been done on the business demand for money than on an aggregate demand curve encompassing both ultimate wealth holders and business enterprises. As a result there are as yet only faint indications about the best variable to use.

The division of wealth between human and nonhuman form has no special relevance to business enterprises, since they are likely to buy the services of both forms on the market.

Rates of return on money and on alternative assets are, of course, highly relevant to business enterprises. These rates determine the net cost to them of holding the money balances. However, the particular rates that are relevant may be quite different from those that are relevant for ultimate wealth holders. For example, rates charged by banks on loans are of minor importance for wealth holders yet may be extremely important for businesses, since bank loans may be a way in which they can acquire the capital embodied in money balances.

The counterpart for business enterprises of the variable \( u \) in equation (7) is the set of variables other than scale affecting the productivity of money balances. At least one of these—namely, expectations about economic stability—is likely to be common to business enterprises and ultimate wealth holders.

With these interpretations of the variables, equation (7), with \( w \) excluded, can be regarded as symbolizing the business demand for money and, as it stands, symbolizing aggregate demand for money, although with
even more serious qualifications about the ambiguities introduced by aggregation.

5. The Keynesian Challenge to the Quantity Theory

The income-expenditure analysis developed by John Maynard Keynes in his *General Theory* (Keynes 1936) offered an alternative approach to the interpretation of changes in nominal income that emphasized the relation between nominal income and investment or autonomous expenditures rather than the relation between money income and the stock of money.

Keynes's basic challenge to the reigning theory can be summarized in three propositions that he set forth:

1. As a purely *theoretical* matter, there need not exist, even if all prices are flexible, a *long-run equilibrium* position characterized by "full employment" of resources.

2. As an *empirical* matter, prices can be regarded as rigid—an institutional datum—for *short-run economic fluctuations*; that is, for such fluctuations, the distinction between real and nominal magnitudes that is at the heart of the quantity theory is of no importance.

3. The demand function for money has a particular empirical form—corresponding to absolute liquidity preference—that makes velocity highly unstable much of the time, so that changes in the quantity of money would, in the main, simply produce changes in $V$ in the opposite direction. This proposition is critical for both propositions (1) and (2), though the reasons for absolute liquidity preference are different in the long run and in the short run. Absolute liquidity preference at an interest rate approaching zero is a necessary though not a sufficient condition for proposition (1). Absolute liquidity preference at the "conventional" interest rate explains why Keynes regarded the quantity equation, though perfectly valid as an identity, as largely useless for policy or for predicting short-run fluctuations in nominal and real income (identical by proposition [2]). In its place, Keynes put the income identity supplemented by a stable propensity to consume.

*a) Long-Run Equilibrium*

The first proposition can be treated summarily because it has been demonstrated to be false. Keynes's error consisted in neglecting the role of wealth in the consumption function—or, stated differently, in neglecting the existence of a desired stock of wealth as a goal motivating savings.⁶

⁶ Keynes, of course, verbally recognized this point, but it was not incorporated in his formal model of the economy. Its key role was pointed out first by Haberler (1941, pp. 242, 389, 403, 491–503) and subsequently by Pigou (1947), Tobin (1947), Patinkin (1951), and Johnson (1961).
All sorts of frictions and rigidities may interfere with the attainment of a hypothetical long-run equilibrium position at full employment; dynamic changes in technology, resources, and social and economic institutions may continually change the characteristics of that equilibrium position; but there is no fundamental "flaw in the price system" that makes unemployment the natural outcome of a fully operative market mechanism.  

6 This proposition played a large role in gaining for Keynes the adherence of many noneconomists, particularly the large band of reformers, social critics, and radicals who were persuaded that there was something fundamentally wrong with the capitalist "system." There is a long history of attempts, some highly sophisticated, to demonstrate that there is a "flaw in the price system" (the title of one such attempt [Martin 1924]), attempts going back at least to Malthus. In modern times, one of the most popular and persistent is the "social credit" doctrine of Major C. H. Douglas, which even spawned a political party in Canada that captured control (in 1935) of the government of one of the Canadian provinces (Alberta) and attempted to implement some of Major Douglas's doctrines. This policy ran into legal obstacles and had to be abandoned. The successor party now (1969) controls Alberta and British Columbia. But, prior to Keynes, these attempts had been made primarily by persons outside of the mainstream of the economics profession, and professional economists had little trouble in demonstrating their theoretical flaws and inadequacies.

Keynes's attempt was therefore greeted with enthusiasm. It came from a professional economist of the very highest repute, regarded, and properly so, by his fellow economists as one of the great economists of all time. The analytical system was sophisticated and complex, yet, once mastered, appeared highly mechanical and capable of yielding far-reaching and important conclusions with a minimum of input; and these conclusions were, besides, highly congenial to the opponents of the market system.

Needless to say, the demonstration that this proposition of Keynes's is false, and even the acceptance of this demonstration by economists who regard themselves as disciples of the Keynes of The General Theory, has not prevented the noneconomist opponents of the market system from continuing to believe that Keynes proved the proposition, and continuing to cite his authority for it.

7 I am indebted to a brilliant book by Leijonhufvud (1968) for a full appreciation of the importance of this proposition in Keynes's system. This subsection and the one that follows, on the liquidity preference function, owe much to Leijonhufvud's penetrating analysis.
produce more with their existing plants, thus raising quantity and bringing prices back down toward their original level, and, in the long run, attract new producers and encourage existing producers to expand their plants, still further raising quantities and lowering prices. Throughout the process, it takes time for output to adjust but no time for prices to do so. This assumption has no effect on the final equilibrium position, but it is vital for the path to equilibrium.

This Marshallian assumption about the price of a particular product became widely accepted and tended to be carried over unthinkingly to the price level in analyzing the dynamic adjustment to a change in the demand or supply of money. As we noted above, the Cambridge cash-balances equation lends itself to a demand-supply interpretation along Marshallian lines (Pigou 1917). So interpreted, a change in the nominal quantity of money (a once-for-all shift in the supply schedule) will require a change in one or more of the variables on the right-hand side of equation (6)—\( k \), or \( P \), or \( y \)—in order to reconcile demand and supply. In the final full equilibrium, the adjustment will, in general, be entirely in \( P \), since the change in the nominal quantity of money need not alter any of the “real” factors on which \( k \) and \( y \) ultimately depend.\(^8\) As in the Marshallian case, the final position is not affected by relative speeds of adjustment.

There is nothing in the logic of the quantity theory that specifies the dynamic path of adjustment, nothing that requires the whole adjustment to take place through \( P \) rather than through \( k \) or \( y \). It was widely recognized that the adjustment during what Fisher, for example, called “transition periods” would in practice be partly in \( k \) and in \( y \) as well as in \( P \). Yet this recognition was not incorporated in formal theoretical analysis. The formal analysis simply took over Marshall’s assumption. In this sense, the quantity theorists can be validly criticized for having “assumed” price flexibility—just as Keynes can be validly criticized for “assuming” that consumption is independent of wealth, even though he recognized in his asides that wealth has an effect on consumption.

Keynes was a true Marshallian in method. He followed Marshall in taking the demand-supply analysis as his framework. He followed Marshall in replacing the continuous adjustment by a series of discrete steps and so analyzing a dynamic process in terms of a series of shifts between static equilibrium positions. Even his steps were essentially Marshall’s, his short-run being distinguished from his long-run by the fixity of the aggregate capital stock. However, he tended to merge the market period and the short-run period, and, true to his own misleading dictum, “in the long run we are all dead,” he concentrated almost exclusively on the short run.

\(^8\) The “in general” is inserted to warn the reader that this is a complex question, requiring for a full analysis a much more careful statement of just how the quantity of money is increased. However, these more sophisticated issues are not relevant to the point under discussion and so are bypassed.
Keynes also followed Marshall in assuming that one variable adjusted so quickly that the adjustment could be regarded as instantaneous, while the other variable adjusted slowly. Where he deviated from Marshall, and it was a momentous deviation, was in reversing the roles assigned to price and quantity. He assumed that, at least for changes in aggregate demand, quantity was the variable that adjusted rapidly, while price was the variable that adjusted slowly, at least in a downward direction. Keynes embodied this assumption in his formal model by expressing all variables in wage units, so that his formal analysis—aside from a few passing references to a situation of "true" inflation—dealt with "real" magnitudes, not "nominal" magnitudes (Keynes 1936, pp. 119, 301, 303). He rationalized the assumption in terms of wage rigidity arising partly from money illusion, partly from the strength of trade unions. And, at a still deeper level, he rationalized wage rigidity by proposition (1): under conditions when there was no full-employment equilibrium, there was also no equilibrium nominal price level; something had to be brought in from outside to fix the price level; it might as well be institutional wage rigidity. Put differently, flexible nominal wages under such circumstances had no economic function to perform; hence they might as well be made rigid.

However rationalized, the basic reason for the assumption was undoubtedly the lack of concordance between observed phenomena and the implications of a literal application of Marshall's assumption to aggregate magnitudes. Such a literal application implied that economic fluctuations would take the form wholly of fluctuations in prices with continuous full employment of men and resources. Clearly, this did not correspond to experience. If anything, at least in the decade and a half between the end of World War I and the writing of The General Theory, economic fluctuations were manifested to a greater degree in output and employment than in prices. It therefore seemed highly plausible that, at least for aggregate phenomena, relative speeds of adjustment were just the reverse of those assumed by Marshall.10

Keynes explored this penetrating insight by carrying it to the extreme: all adjustment in quantity, none in price. He qualified this statement by

9 I have referred to "quantity," not "output," because I conjecture that Keynes, if pressed to distinguish the market from the short-run period, would have done so by regarding quantity available to purchase as adjusting rapidly in the market period largely through changes in inventories, and in the short-run period through changes in output.

10 I do not mean to suggest that Marshall's assumption is always the best one for particular markets. On the contrary, one of the significant advances in recent years in relative price theory is the development of more sophisticated price adjustment models that allow the rates of adjustment of both price and quantity to vary continuously between instantaneous and very slow adjustment. However, these developments are not directly relevant to the present discussion, although they partly inspire section 8 below.
assuming it to apply only to conditions of underemployment. At “full” employment, he shifted to the quantity-theory model and asserted that all adjustment would be in price—he designated this a situation of “true inflation.” However, Keynes paid no more than lip service to this possibility, and his disciples have done the same; so it does not misrepresent the body of his analysis largely to neglect the qualification.

Given this assumption, a change in the nominal quantity of money means a change in the real quantity of money. In equation (6) we can divide through by \( P \), making the left-hand side the real quantity of money. A change in the (nominal and real) quantity of money will then be matched by a change in \( k \) or in \( y \).

Nothing up to this point seems to prevent Keynes from having a purely monetary theory of economic fluctuations, with changes in \( M \) being reflected entirely in \( y \). However, this conflicted with Keynes’s interpretation of the facts of the Great Depression, which he regarded, I believe erroneously, as showing that expansive monetary policy was ineffective in stemming a decline (Friedman 1967). Hence, he was inclined to interpret changes in \( M \) as being reflected in \( k \) rather than in \( y \). This is where his proposition (3) about liquidity preference enters in.

Indeed, in the most extreme, and I am tempted to say purest, form of his analysis, Keynes supposes that the whole of the adjustment will be in \( k \). And, interestingly enough, this result can also be regarded as a direct consequence of his assumption about the relative speed of adjustment of price and quantity. For \( k \) is not a numerical constant but a function of other variables. It embodies liquidity preference. In Keynes’s system, the main variable it depends on is the interest rate. This too is a price. Hence, it was natural for Keynes to regard it as slow to adjust, and to take, as the variable which responds, the real quantity of money people desire to hold.

If changes in \( M \) do not produce changes in \( y \), what does? Keynes’s answer is the need to reconcile the amount some people want to spend to add to the stock of productive capital with the amount the community wants to save to add to its stock of wealth. Hence Keynes puts at the center of his analysis the distinction between consumption and saving, or more fundamentally, between spending linked closely to current income and spending that is largely independent of current income.

As a result of both experience and further theoretical analysis, there is hardly an economist today who accepts Keynes’s conclusion about the strictly passive character of \( k \), or the accompanying conclusion that money (in the sense of the quantity of money) does not matter, or who will explicitly assert that \( P \) is “really” an institutional datum that will be completely unaffected even in short periods by changes in \( M \) (Friedman 1968).

Yet Keynes’s assumption about the relative speed of adjustment of price and quantity is still the key to the difference in approach and analysis between those economists who regard themselves as Keynesians and those
who do not. Whatever the first group may say in their asides and in their qualifications, they treat the price level as an institutional datum in their formal theoretical analysis. They continue to regard changes in the nominal quantity of money as equivalent to changes in the real quantity of money and hence as having to be reflected in \( k \) and \( y \). And they continue to regard the initial effect as being on \( k \). The difference is that they no longer regard interest rates as institutional data, as Keynes in considerable measure did. Instead, they regard the change in \( k \) as requiring a change in interest rates which in turn produces a change in \( y \). Hence, they attribute more significance to changes in the quantity of money than Keynes and his disciples did in the first decade or so after the appearance of *The General Theory*.

A striking illustration is provided in a recent Cowles Foundation Monograph, edited by Donald Hester and James Tobin, on *Financial Markets and Economic Activity* (Hester and Tobin 1967). A key essay in that book presents a comparative static analysis of the general equilibrium adjustment of stocks of assets. Yet the distinction between nominal and real magnitudes is not even discussed. The entire analysis is valid only on the implicit assumption that nominal prices of goods and services are completely rigid, although interest rates and real magnitudes are flexible.\(^{11}\)

The National Bureau series of monetary studies illustrates the other side of the coin—the approach of those of us who do not regard ourselves as Keynesians. Many of the questions discussed in these monographs

\(^{11}\) See Tobin and Brainard (1967). A specific example documenting this statement is that Tobin and Brainard explicitly assume that central banks can determine the ratio of currency (or high-powered money) to total wealth including real assets (Hester and Tobin 1967, pp. 61–62). If prices are flexible, the central bank can determine only nominal magnitudes, not such a real ratio.

Other papers in Monograph 21, notably the paper by Brainard, “Financial Institutions and a Theory of Monetary Control” (Brainard 1967), make the same implicit assumptions. The word “prices” does not appear in the cumulative subject index of this monograph and of two companion volumes, Monographs 19 and 20.

Still another more recent example is a paper by the same authors, “Pitfalls in Financial Model Building” (Tobin and Brainard 1968), in which they present a simulation of a “fictitious economy of our construction.” In this economy, the replacement value of physical assets is used as the numeraire of the system, and all prices are expressed relative to the replacement value. The result is that the system—intended to illuminate the problems of monetary analysis—takes the absolute price level as determined outside the system. The Central Bank is implicitly assumed to be able to determine the *real* and not merely the *nominal* volume of bank reserves.

Another striking example is Gramley and Chase (1965). In this article, the assumption about price rigidity is explicit and presented as if it were only a tentative assumption made for convenience of analysis. Yet the empirical significance Gramley and Chase attach to their results belies this profession.

See also the econometric study by Goldfeld (1966), which concentrates on real forms of the functions estimated because of “the superiority of the deflated version” (p. 166).

Evidence for a somewhat earlier period is provided by Holzman and Bronfman (1963). Theories of inflation stemming from the Keynesian approach stress institutional, not monetary, factors.
would not have appeared to be open questions, and large parts of them would never have been written, had we, implicitly or explicitly, accepted Keynes's assumption that prices are an institutional datum.

c) Absolute Liquidity Preference

Keynes gave a highly specific form to equation (6) or (7). The quantity of money demanded, he argued, could be treated as if it were divided into two parts, one part, \( M_1 \), "held to satisfy the transactions- and precautionary-motives," the other, \( M_2 \), "held to satisfy the speculative-motive" (Keynes 1936, p. 199). He regarded \( M_1 \) as a roughly constant fraction of income. He regarded the (short-run) demand for \( M_2 \) as arising from "uncertainty as to the future of the rate of interest" and the amount demanded as depending on the relation between current rates of interest and the rates of interest expected to prevail in the future (Keynes 1936, p. 168; italics in original). Keynes, of course, emphasized that there was a whole complex of interest rates. However, for simplicity, he spoke in terms of "the rate of interest," usually meaning by that the rate on long-term securities that involved minimal risks of default—for example, government bonds. The key distinction to Keynes was between short-run and long-term securities, not between securities fixed in nominal value and those that were not. The latter distinction was rendered irrelevant by his assumption that prices were rigid.

The distinction between short-term and long-term securities was important to Keynes because it corresponded to differences in risk of capital gain or loss as a result of changes in interest rates. For short-term securities, changes in interest rates would have little effect. For long-term securities, the effect is important. Leijonhufvud has argued, and I believe correctly, that Keynes used the term "money" as referring not only to currency and deposits narrowly defined but to the whole range of short-term assets that provided "liquidity" in the sense of security against capital loss arising from changes in interest rates.\(^{12}\) Needless to say, Keynes also regarded other kinds of risks, such as risks of default, as highly relevant, but, consistent with his proposition (2), he almost entirely disregarded risks arising from changes in the price level of goods and services (Leijonhufvud 1968, chap. 2).

It is therefore somewhat misleading to regard Keynes, as most of the literature does, as distinguishing between "money" and "bonds." Nonetheless, I shall continue to follow current practice and use that terminology. One justification for doing so is that Keynes did treat the short-term assets he labeled "money" as yielding no interest return. (It is well to

---

\(^{12}\) In this respect, the Radcliffe Committee is faithful to Keynes in treating "liquidity" broadly defined as the relevant monetary aggregate rather than "money" narrowly defined.
recall that he was writing at a time when short-term interest rates were extremely low both absolutely and relative to long-term rates. His procedure would seem highly unrealistic today.)

To formalize Keynes’s analysis in terms of the symbols we have used so far, we can write his demand function as

$$\frac{M}{P} = \frac{M_1}{P} + \frac{M_2}{P} = k_1y + f(i - i^*, i^*),$$  \hspace{1cm} (8)

where $i$ is the current rate of interest, $i^*$ is the rate of interest expected to prevail, and $k_1$, the analogue to the inverse of income velocity of circulation of money, is treated as determined by payment practices and hence as a constant at least in the short run.\(^{13}\) The current interest rate, $i$, is an observed magnitude. Hence it will be the same for all holders of money, if, like Keynes, we abstract from the existence of a complex of interest rates. The expected rate, $i^*$, is not observable. It may differ from one holder to another and, for each holder separately, is to be interpreted as the mean value of a probability distribution, not as a single value anticipated with certainty. For an aggregate function, $i^*$ should strictly speaking be interpreted as a vector, not a number. Though I have introduced $P$ into the equation for consistency with my earlier equations, Keynes omitted it because of his proposition (2), which meant that $P$ was taken to be a constant.

In a “given state of expectations,” that is, for a given value of $i^*$, the higher is the current rate of interest, the lower will be the amount of money people would want to hold for speculative motives. The cost of holding money instead of securities would be greater in two ways: first, a larger amount of current earnings would be sacrificed; second, it would be more likely that interest rates would fall, and hence security prices rise, and so a larger amount of capital gains would be sacrificed.

Although expectations are given great prominence in developing the liquidity function expressing the demand for $M_2$, Keynes and his followers generally did not explicitly introduce them, as I have done, into that function. For the most part, Keynes and his followers in practice treated the amount of $M_2$ demanded simply as a function of the current interest rate, the emphasis on expectations serving only as a reason for their attribution of instability to the liquidity function.\(^{14}\)

The reason for this omission is their concentration on the short-run demand function. For that function, they regarded $i^*$ as fixed, so that the speculative demand was a function of $i$ alone. I have introduced $i^*$ in order to distinguish between the different reasons that are implicit in

\(^{13}\) Later writers in this tradition have argued that $k_1$ too should be regarded as a function of interest rates. See Baumol (1952), and Tobin (1956). However, this issue is not relevant to the present discussion.

\(^{14}\) A notable exception is Tobin (1958, pp. 65–86).
Keynes's analysis for absolute liquidity preference in the short run and the long run.

Keynes's special twist was less expressing the demand function in the general form described by equation (8) than the particular form he gave to the function \( f(i - i^*, i^*) \). For given \( i^* \), he believed that this function would be highly elastic at \( i = i^* \), the degree of elasticity at an observed numerical value of \( i \) depending on how homogenous the expectations of different holders of money are and how firmly they are held.\(^{15}\) Let there be a substantial body of holders of money who have the same expectation and who hold that expectation firmly, and \( f \) will become perfectly elastic at that current interest rate. Money and bonds would become perfect substitutes; liquidity preference would become absolute. The monetary authorities would find it impossible to change the interest rate because speculators holding these firm expectations would frustrate them.

Under such circumstances, if the monetary authorities sought to increase the amount of money by buying bonds, this would tend to raise bond prices and lower the rate of return on bonds. Even the slightest lowering would, Keynes argued, lead speculators with firm expectations to absorb the additional money balances and sell the bonds demanded by the holders of money. The result would simply be that the community as a whole would be willing to hold the increased quantity of money; \( k \) would be higher and \( V \) lower. Conversely, if the monetary authorities decreased the amount of money by selling bonds, this would tend to raise the rate of interest, and even the slightest rise would induce the speculators to absorb the bonds offered. (In Keynes's analysis, the result would be the same if the amount of money were increased or decreased by operations that added to or subtracted from total wealth, rather than by substituting one form of wealth for another, because he assumed that wealth had no direct effect on spending.)

Or, again, suppose there is an increase in nominal income for whatever reason. That will require an increase in \( M_1 \), which can come out of \( M_2 \) without any further effects. Conversely, any decline in \( M_1 \) can be added to \( M_2 \) without any further effects. The conclusion is that under circumstances of absolute liquidity preference income can change without a change in \( M \) or in interest rates and \( M \) can change without a change in income or in interest rates. The holders of money are in metastable equilibrium, like a tumbler on its side on a flat surface; they will be satisfied with whatever the amount of money happens to be.

For the long-run demand schedule, the reason for liquidity preference is different. In long-run equilibrium, \( i \) must equal \( i^* \), so \( f(i - i^*, i^*) \)

\(^{15}\) Tobin (1958) presents an excellent and illuminating analysis of this case. Because he assumes that shifts into or out of securities involve commitments for a finite period equal to the unit of time in terms of which the interest rate is expressed, his critical value is not \( i = i^* \) but \( i = i^*/(1 + i^*) \), current income on the securities compensating for an expected capital loss.
reduces to a function of $i^*$ alone. Let there be a deficiency of investment opportunities, the kind of situation envisaged in Keynes's proposition (1), so that $i^*$ becomes very low. The lower the rate, the lower the return from capital assets other than money—whether these be bonds, equities, or physical assets (recall that because of the assumption that the price level is rigid, Keynes did not regard the distinction among these as important). Accordingly, the lower $i^*$, the lower the cost of holding money. At a sufficiently low, yet finite rate, the extra return from holding nonmoney assets would only just compensate for the extra risks involved. Hence at that rate, liquidity preference would be absolute. The "market rate" of interest could not be indefinitely low; a bottom limit was set by the widespread desire to substitute money for other assets at low interest rates.

This conclusion was a key element in Keynes's proposition (1). One way to summarize his argument for that proposition is in terms of a possible conflict between the "market" and the "equilibrium" rate of interest. If investment opportunities were sparse, yet the public's desire to save were strong, the "equilibrium" rate of interest, he argued, might have to be very low or even negative to equate investment and saving. But there was a floor to the "market rate" set by liquidity preference. If this floor exceeded the "equilibrium rate," he argued, there was a conflict that could only be resolved by unemployment that frustrated the public's thriftiness. The fallacy in this argument is that the introduction of money not only introduces a floor to the "market rate"; it also sets a floor to the "equilibrium rate." And, in the long run, the two floors are identical. This is the essence of the so-called Pigou effect (Friedman 1962, pp. 262–63).

Neither Keynes himself, nor most of his disciples and followers, distinguished as sharply as I have between the short-run and long-run liquidity traps. They tended to merge the two and, in line with the general emphasis on the short run, to stress elasticity with respect to current, not expected, interest rates.16

Keynes regarded absolute liquidity preference as a strictly "limiting case" of which, though it "might become practically important in future," he knew "of no example . . . hitherto" (Keynes 1936, p. 207). However, he treated velocity as if in practice its behavior frequently approximated that which would prevail in this limiting case.

Absolute liquidity preference is no longer explicitly avowed by today's economists—the failure of central banks in their attempts to peg interest rates at low levels have made that proposition untenable. Yet, like absolutely rigid prices, it still plays an important role in the theorizing of many an economist. It is implicit in the tendency to regard $k$ or velocity as passively adjusting to changes in the quantity of money. It is explicit in the tendency to regard the demand for money as "highly" elastic with respect to interest rates.

16 Tobin makes an explicit distinction of this kind, though not in connection with a liquidity trap as such.
Consider again equation (6). Let there be a change in $M$. Economists in the Keynesian tradition continue, as noted earlier, to regard $P$ as an institutional datum and so unaffected. They must therefore regard the change in $M$ as affecting either $k$ or $y$ or both. With absolute liquidity preference, $k$ can absorb the impact without any change in the interest rate. Since they take the interest rate as the only link between monetary change and real income, the whole of the change would then be absorbed in $k$ with no effect on $y$. If liquidity preference is not absolute, $k$ can change only through a change in the interest rate. But this has effects on $y$ through investment spending. The more elastic is the demand for money, the less interest rates will have to change. The more inelastic are investment spending and saving with respect to the interest rate, the less will any given change in the interest rate affect $y$. Hence the tendency for economists to regard $k$ as absorbing the main impact of changes in $M$ means that implicitly or explicitly they regard the demand for money as highly elastic with respect to the interest rate and investment spending and saving as highly inelastic.

The tendency on the part of many economists to assume implicitly that prices are an institutional datum and that the demand for money is highly elastic with respect to the interest rate underlies some of the criticisms that have been directed against earlier work by myself and associates. We have been interpreted, wrongly, I believe, as saying that $k$ is completely independent of interest rates (Friedman 1966). In that case, changes in $M$ need not be reflected at all in $k$. If, also, $P$ is taken as an institutional datum, all of the effect will be on $y$. This is the implicit source of the criticism leveled against us, that we regard the quantity of money as determining the level of economic activity. Not only, say our critics, do we believe that money matters, we believe that money is all that matters (Okun 1963; Tobin 1965a, p. 481).

If $P$ is not regarded as an institutional datum, and we have not so regarded it, then even if we supposed $k$ to be completely insensitive to interest rates and to anything else that might be affected by changes in $M$ (such as the rate of change in $P$ or in $y$) and so to be an absolute constant, aside from random disturbances, something other than the quantity of money would have to be brought into the analysis to explain how much of the change in $M$ would be reflected in $P$ and how much in $y$ (see section 8, below).

We have always tried to qualify our statements about the importance of changes in $M$ by referring to their effect on nominal income. But this qualification appeared meaningless to economists who implicitly identified nominal with real magnitudes. Hence they have misunderstood our conclusions.

We have accepted the quantity-theory presumption, and have thought it supported by the evidence we examined, that changes in the quantity of money as such in the long run have a negligible effect on real income, so
that nonmonetary forces are "all that matter" for changes in real income over the decades and money "does not matter." On the other hand, we have regarded the quantity of money, plus the other variables (including real income itself) that affect k as essentially "all that matter" for the long-run determination of nominal income. The price level is then a joint outcome of the monetary forces determining nominal income and the real forces determining real income (Friedman 1958, pp. 242–46; Friedman and Schwartz 1963b, p. 695).

For shorter periods of time, we have argued that changes in M will be reflected in all three variables on the right-hand side of equation (6): k, P, and y. But we have argued that the effect on k is empirically not to absorb the change in M, as the Keynesian analysis implies, but often to reinforce it, changes in M and k frequently affecting income in the same rather than opposite directions. Hence we have emphasized that changes in M are a major factor, though even then not the only factor, accounting for short-run changes in both nominal income and the real level of activity (y). I regard the description of our position as "money is all that matters for changes in nominal income and for short-run changes in real income" as an exaggeration but one that gives the right flavor of our conclusions. I regard the statement that "money is all that matters," period, as a basic misrepresentation of our conclusions (Friedman 1958, pp. 246–51; Friedman and Schwartz 1963a, pp. 38–39, 45–46, 55–64; Friedman and Schwartz 1963b, p. 678).

6. A Simple Common Model

We can summarize the key points of the preceding sections of this article, and lay a groundwork for the final sections, by setting forth a highly simplified aggregate model of an economy that encompasses both a simplified quantity theory and a simplified income-expenditure theory as special cases.

For this purpose, we can neglect foreign trade, by assuming a closed economy, and the fiscal role of government, by assuming that there are neither government expenditures nor government receipts. We can also neglect stochastic disturbances. What I shall concentrate on are the division of national income between induced and autonomous expenditures and the adjustment between the demand for and supply of money.

The simple model is given by six equations:

\[
\frac{C}{P} = f \left( \frac{Y}{P}, r \right); \tag{9}
\]

\[
\frac{I}{P} = g(r); \tag{10}
\]
\[
\frac{Y}{P} = \frac{C}{P} + \frac{I}{P} \quad \text{(or, alternatively, } \frac{S}{P} = \frac{Y - C}{P} = \frac{I}{P}\text{)}; \\
M^D = P \cdot I\left(\frac{Y}{P}, r\right); \\
M^s = h(r); \\
M^D = M^s.
\]  

The first three equations describe the adjustment of the flows of savings and investment; the last three, of the stock of money demanded and supplied. Equation (9) is a consumption function (Keynes's "marginal propensity to consume") expressing real consumption \((C/P)\) as a function of real income \((Y/P = y)\) and the interest rate \((r)\). For simplicity, wealth is omitted, although, if the model were to be used to illustrate Keynes's proposition (1), and why it is fallacious, wealth would have to be included as an argument in the function.  

- Equation (10) is an investment function (Keynes's marginal efficiency of investment) which expresses real investment \((I/P)\) as a function of the interest rate. Here again, consistent with both Keynes and subsequent literature, both the total stock of capital and real income could be included as arguments. However, in Keynes's spirit, the model refers to a short period in which the capital stock can be regarded as fixed. For a longer-period model, the capital stock would have to be included and treated as an endogenous variable, presumably defined by an integral of past investment. The inclusion of income in the equation, as an independent variable, would confuse the key point of the distinction between \(C\) and \(I\). As a theoretical matter, the relevant distinction is not between consumption and investment but between expenditures that are closely linked to current income ("conditional" on income would, from this point of view, be a better mnemonic for \(C\) than consumption, though the term usually used is "induced") and expenditures that are autonomous, that is, independent (a better mnemonic for \(I\) than investment), of income. The identification of these categories with consumption and investment is an empirical hypothesis. For theoretical purposes, any part of investment spending that is conditional on current income should be included with \(C\).  

- Equation (11) is typically referred to as the income identity. As the parenthetical transformation makes clear, it can also be regarded as a market-clearing or adjustment equation specifying that saving is to be equal to investment.  

- Equation (12) is the demand function for nominal money balances (Keynes's liquidity preference function). It is simply equation (6) or (7) rewritten in simplified form and expresses the real quantity of money demanded \((M^D/P)\) as a function of real income and the interest rate. Here
again, as in equation (9), wealth could properly be included but is omitted for simplicity.

Equation (13) is the supply function of nominal money. To be consistent with the literature, the interest rate enters as a variable. However, no purpose for which we shall use the model would be affected in any way by treating $M^S$ as simply an exogenous variable, determined, say, by the monetary authorities.\(^{17}\)

Equation (14) is the counterpart of equation (11), a market-clearing or adjustment equation specifying that money demanded shall equal money supplied.

These six equations would be accepted alike by adherents of the quantity theory and of the income-expenditure theory. On this level of abstraction, there is no difference between them. However, while there are six equations, there are seven unknowns: $C$, $I$, $Y$, $r$, $P$, $M^P$, $M^S$. There is a missing equation. Some one of these variables must be determined by relationships outside this system.\(^{18}\)

The difference between the quantity theory and the income-expenditure theory is the condition that is added to make the equations determinate.

The simple quantity theory adds the equation

$$\frac{Y}{P} = \gamma = \gamma_0;$$

that is, real income is determined outside the system. In effect, it appends to this system the Walrasian equations of general equilibrium, regards them as independent of these equations defining the aggregates, and as giving the value of $Y/P$, and thereby reduces this system to one of six equations determining six unknowns.\(^{19}\)

The simple income-expenditure theory adds the equation

$$P = P_0;$$

\(^{17}\) This would be consistent with Cagan's findings about the absence of any significant effect of changes in the interest rate on the supply of money. However, to be consistent with his findings, income or some other indicator of business cycles would have to be included as a variable, as has been done in some empirical studies of the supply of money. See Cagan (1965, pp. 150, 228–32) and Hendershott (1968).

\(^{18}\) Of course, this is speaking figuratively. It is not necessary that a single variable be so determined. What is required is an independent relation connecting some subset of the seven endogenous variables with exogenous variables, and that subset could in principle consist of all seven variables.

\(^{19}\) This is the essence of what has been called the classical dichotomy. Strictly speaking, the division between consumption and investment and the rates of exchange between current and future goods or services (the set of "real" or "own" interest rates) are also determined in a Walrasian "real" system, one which admits of growth, which is why quantity theorists have tended to concentrate only on equations (12), (13), and (14). On this view, equations (9), (10), and (11) are a summarization or aggregation or subset of the Walrasian system.
that is, the price level is determined outside the system, which again reduces the system to one of six equations in six unknowns. It appends to this system a historical set of prices and an institutional structure that is assumed either to keep prices rigid or to determine changes in prices on the basis of “bargaining power” or some similar set of forces. Initially, the set of forces determining prices was treated as not being incorporated in any formal body of economic analysis. More recently, the developments symbolized by the “Phillips curve” reflect attempts to bring the determination of prices back into the body of economic analysis, to establish a link between real magnitudes and the rate at which prices change from their initial historically determined level (Phillips 1958).

For the quantity theory specialization, given that \( Y/P = y_0 \), equations (9), (10), and (11) become a self-contained set of three equations in three unknowns: \( C/P, I/P, \) and \( r \). Substituting (9) and (10) into (11), we have

\[
y_0 - f(y_0, r) = g(r),
\]

or a single equation which determines \( r \). Let \( r_0 \) be this value of \( r \). From equation (13), this determines the value of \( M \), say \( M_0 \), which, using equation (14), converts (12) into

\[
M_0 = P \cdot I(y_0, r_0),
\]

which now determines \( P \).

Equation (18) is simply the classical quantity equation, as can be seen by multiplying and dividing the right-hand side by \( y_0 \) and replacing \( I(y_0, r_0)/y_0 \) by its equivalent, \( 1/V \). If we drop the subscripts, this gives,

\[
M = \frac{P_y}{V},
\]

or

\[
P = \frac{MV}{y}.
\]

For the income-expenditure specialization, setting \( P = P_0 \) does not in general permit of a sequential solution. Substituting equations (9) and (10) into equation (11) gives

\[
\frac{Y}{P_0} - f\left(\frac{Y}{P_0}, r\right) = g\left( r\right),
\]

an equation in two variables, \( Y \) and \( r \). This is the IS curve of Hicks’s famous IS–LM analysis (Hicks 1937). Substituting equations (12) and (13) into equation (14) gives

\[
h(r) = P_0 \cdot I\left(\frac{Y}{P_0}, r\right),
\]

a second equation in the same two variables, \( Y \) and \( r \). This is Hicks’s LM curve. The simultaneous solution of the two determines \( r \) and \( Y \).
Alternatively, solve equation (21) for \( Y \) as a function of \( r \), and substitute in equation (22). This gives a single equation which determines \( r \) as a function of the demand for and supply of money. This can be regarded as the Keynesian parallel to equation (18), which determines \( P \) as a function of the demand for and supply of money.

A simpler sequential analysis, faithful to many textbook versions of the analysis and to Keynes’s own simplified model, is obtained by supposing either that \( Y/P \) is not an argument in the right-hand side of equation (12) or that absolute liquidity preference holds so that equation (12) takes the special form:

\[
M^D = 0 \text{ if } r > r_0 \tag{12a}
\]

\[
M^D = \infty \text{ if } r < r_0.
\]

In either of these cases, equations (12) or (12a), (13), and (14) determine the interest rate, \( r = r_0 \) (just as in the simple quantity approach, equations [9], [10], and [11] do); substituting the interest rate in equation (10) determines investment, say, at \( I = I_0 \), and in equation (9) makes consumption a function solely of income, so that real income must then be determined by the requirement that it equate saving with investment.

If we approximate the function \( f(Y/P, r_0) \) by a linear form, say,

\[
\frac{C}{P} = C_0 + C_1 \frac{Y}{P}, \tag{23}
\]

substitute equation (23) in equation (11), and solve for \( Y/P \), we get

\[
\frac{Y}{P} = \frac{C_0 + I_0}{1 - C_1}, \tag{24}
\]

or the simple Keynesian multiplier equation, with \( C_0 + I_0 \) equalling autonomous expenditure and \( 1/(1 - C_1) \) equalling the multiplier.

7. The Missing Equation: Unresolved Problems

These two approaches have several common elements, in addition to sharing the same six-equation model, that deserve emphasis because they indicate what are the main unresolved problems.

1. Both analyze short-run adjustments in terms of shifts from one static equilibrium position to another.

2. Both implicitly regard each equilibrium position as characterized by a stable level of prices or output. Neither explicitly introduces changing prices or changing output into the formal theoretical analysis. The recent proliferation of formal growth models and the even more recent introduction of monetary change into them are attempts to fill this gap.\(^{20}\)

\(^{20}\) Some of the more important items are Solow (1956), Mundell (1965), Tobin (1965), Johnson (1967a, 1967b), Uzawa (1966), Sidrauski (1967a, 1967b), Levhari and Patinkin (1968), and Friedman (1969, chap. 1).
3. Both regard interest rates as adjusting instantaneously to a new equilibrium level—in the quantity theory, to equate saving and investment; in the income-expenditure theory, to equate quantity of money demanded and supplied. This is a retrogression from Irving Fisher’s earlier work.

4. Neither model gives any explicit role to anticipations about economic magnitudes. The income-expenditure theory comes closer to doing so in terms of the role that Keynes assigned to expectations about long-term interest rates, which could be incorporated in equation (12), as we did in equation (8). Here again, there has been much recent work directed at filling this gap.\(^\text{21}\)

5. Both fill in the missing equation by an assumption that is not part of the basic theoretical analysis. This is less blatant, in one sense, for the quantity theory, since at least there is a well-developed economic theory, summarized in the Walrasian equations of general equilibrium, that explains what determines the level of output, so that the equations chosen for analysis can be regarded as a subset of a complete system. That is why, as agreement has been reached on the fallaciousness of Keynes’s proposition (1), essentially all economic theorists, whatever model they prefer for short-run analysis, accept the quantity-theory model, completed by the Walrasian equations, as valid for long-run equilibrium.\(^\text{22}\) The rigid price assumption of Keynes is, in this sense, much more arbitrary. It is entirely a *deus ex machina* with no underpinning in economic theory. Moreover, given that the price level in the long run is determined by the quantity-theory model, there is no theoretical link between the short-run model and the long-run model, no way of connecting the one to the other.

6. One aspect of the preceding point is so important that it deserves to be stated explicitly and separately. Neither theoretical model has anything to say about the factors that determine the proportions in which a change in nominal income will, in the short run, be divided between price change and output change. One theory asserts that the change in nominal income will all be absorbed by price change; the other, that it will all be absorbed by quantity change. In my opinion, this is the central common defect of the two approaches as theories of short-run change.

The rest of this article sketches a possible theoretical approach to the adjustment process intended to suggest how some of the above gaps might be filled in and analyzes certain aspects of this theoretical approach in more detail.\(^\text{23}\)

---

\(^{21}\) Some of the more important items are Koyck (1954), Cagan (1956), Friedman (1957), Nerlove (1958), Muth (1960), Solow (1960), Allais (1966).

\(^{22}\) See, for example, the model in Bailey (1962, pp. 33–36, 40–42).

\(^{23}\) Still other parts of the theoretical framework are developed more fully in the course of the empirical analysis of some of the issues raised in the other chapters of the book from which this article is abstracted.
8. The Adjustment Process

The key need is for a theory to explain (a) the short-run division of a change in nominal income between prices and output, (b) the short-run adjustment of nominal income to a change in autonomous variables, and (c) the transition between this short-run situation and a long-run equilibrium described essentially by the quantity-theory model.

The central idea I shall use in sketching the direction in which such a theory might be developed is the distinction between actual and anticipated magnitudes or, to use a terminology that need not be identical but that I shall treat for this purpose as if it is, between measured and permanent magnitudes. At a long-run equilibrium position, all anticipations are realized, so that actual and anticipated magnitudes, or measured and permanent magnitudes, are equal. 24

I shall regard the long-run equilibrium as determined by the earlier quantity-theory model plus the Walrasian equations of general equilibrium. In a full statement, the earlier model should be expanded by including wealth in the consumption and liquidity-preference functions, and the capital stock in the investment function, and by allowing for steady growth in output and prices.

I shall regard the short-run equilibrium as determined by an adjustment process in which the rate of adjustment in a variable is a function of the discrepancy between the measured and the anticipated value of that variable or its rate of change, as well as, perhaps, of other variables or their rates of change. Finally, I shall let at least some anticipated variables be determined by a feedback process from past observed values.

a) Division of a Change in Nominal Income between Prices and Output

It seems plausible that the division of a change in nominal income between prices and output depends on two major factors: anticipations about the behavior of prices—this is the inertia factor stressed by Keynes—and the current level of output or employment compared with the full-employment (permanent) level of output or employment—this is the supply-demand response stressed by quantity theorists. We can express this in

24 Note that the equality of actual and anticipated magnitudes is a necessary but not a sufficient condition for a long-run equilibrium position. In principle, actual and anticipated magnitudes could be equal along an adjustment path between one equilibrium position and another. The corresponding proposition is more complicated for measured and permanent magnitudes and depends on the precise definition of these terms. However, since we shall be considering a special case in which the stated condition is treated as both necessary and sufficient for long-run equilibrium, these complications can be bypassed.
general form as:

\[
\frac{dP}{dt} = f \left[ \frac{dY}{dt}, \left( \frac{dP}{dt} \right)^*, \left( \frac{dy}{dt} \right)^*, y, y^* \right], \tag{25}
\]

\[
\frac{dy}{dt} = g \left[ \frac{dY}{dt}, \left( \frac{dP}{dt} \right)^*, \left( \frac{dy}{dt} \right)^*, y, y^* \right], \tag{26}
\]

where an asterisk attached to a variable denotes the anticipated value of that variable and where the form of equations (25) and (26) must be consistent with the identity

\[
Y = Py, \tag{27}
\]

so that only one of equations (25) and (26) is independent.

To illustrate, a specific linearized version of equations (25) and (26) might be

\[
\frac{d \log P}{dt} = \left( \frac{d \log P}{dt} \right)^* + \alpha \left[ \frac{d \log Y}{dt} - \left( \frac{d \log Y}{dt} \right)^* \right] + \gamma \left[ \log y - (\log y)^* \right]; \tag{28}
\]

\[
\frac{d \log y}{dt} = \left( \frac{d \log y}{dt} \right)^* + (1 - \alpha) \left[ \frac{d \log Y}{dt} - \left( \frac{d \log Y}{dt} \right)^* \right] - \gamma \left[ \log y - (\log y)^* \right]. \tag{29}
\]

The sum of these is exactly the logarithm of equation (27), differentiated with respect to time, provided the anticipated variables also satisfy a corresponding identity,\(^{25}\) so the equations satisfy the specified conditions.

The simple quantity theory assumption, that all of the change in income is in prices, and that output is always at its permanent level, is obtained by setting \(\alpha = 1\) and \(\gamma = \infty\). An infinite value of \(\gamma\) corresponds to "perfectly flexible prices" and assures that \(y = y^*\). The unit value of \(\alpha\) assures that prices absorb any change in nominal income, so that real income grows at its long-term rate of growth.\(^{26}\)

The simple Keynesian assumption, that all of the change in income is in output, so long as there is unemployment, and all in prices, once there is full employment, is obtained by setting \( [(d \log P)/(dt)]^* = 0 \), and \( \alpha = \gamma = 0 \) for \( y < y^* \), and then shifting to the quantity theory specification of \( \alpha = 1, \gamma = \infty \) for \( y \geq y^* \). The zero value of \( [(d \log P)/(dt)]^* \) assures that

\(^{25}\) This also explains why \( [(d \log y)/(dt)]^* \) does not appear explicitly in equation (28), or \( [(d \log P)/(dt)]^* \) in equation (29), as they do in equations (25) and (26). They are implicitly included in \( [(d \log Y)/(dt)]^* \).

\(^{26}\) With \( \gamma \) infinity, and \( \log y = \log y^* \), the final expression in equations (28) and (29) is \( \infty \cdot 0 \), or technically indeterminate. The product can be taken to be zero in general, except possibly for a few isolated points at which \( \log y \) deviates from \( \log y^* \), a deviation closed instantaneously by infinite rates of change in \( \log P \) and \( \log y \).
anticipations are for stable prices and, combined with the zero values of \( \alpha \) and \( \gamma \), that \( (d \log P)/(dt) = 0 \). It would be somewhat more general, and perhaps more consistent with the spirit rather than the letter of Keynes's analysis, and even more that of his modern followers, to let \( [(d \log P)/(dt)]^* \) differ from zero while keeping \( \alpha = \gamma = 0 \) for \( y < y^* \). This would introduce the kind of price rigidity relevant to Keynes's short-period analysis, yet could be regarded as capturing the phenomenon that his modern followers have emphasized as cost-push inflation.

In their general form, equations (28) and (29) do not by themselves specify the path of prices or output beginning with any initial position. In addition, we need to know how anticipated values are formed. Presumably these are affected by the course of events so that, in response to a disturbance which produces a discrepancy between actual and anticipated values of the variables, there is a feedback effect that brings the actual and anticipated variables together again (see below). If this process proceeds rapidly, then the transitory adjustments defined by equations (28) and (29) are of little significance. The relevant analysis is the analysis which connects the asterisked variables.

\[ b) \text{ Short-Run Adjustment of Nominal Income} \]

For monetary theory, the key question is the process of adjustment to a discrepancy between the nominal quantity of money demanded and the nominal quantity supplied. Such a discrepancy could arise from either a change in the supply of money (a shift in the supply function) or a change in the demand for money (a shift in the demand function). The key insight of the quantity-theory approach is that such a discrepancy will be manifested primarily in attempted spending, thence in the rate of change in nominal income. Put differently, money holders cannot determine the nominal quantity of money (though their reactions may introduce feedback effects that will affect the nominal quantity of money), but they can make velocity anything they wish.

What, on this view, will cause the rate of change in nominal income to depart from its permanent value? Anything that produces a discrepancy between the nominal quantity of money demanded and the quantity supplied, or between the two rates of change of money demanded and money supplied. In general form

\[
\frac{dY}{dt} = f \left[ \left( \frac{dY}{dt} \right)^*, \frac{dM^S}{dt}, \frac{dM^D}{dt}, M^S, M^D \right],
\]

(30)

where \( M^S \) refers to money supplied, \( M^D \) refers to money demanded, and the two symbols are used to indicate that the two are not necessarily equal. That is, equation (30) replaces the adjustment equation (14), \( M^D = M^S \), of the simple model.
To illustrate, a particular linearized version of equation (30) would be

\[
\frac{d \log Y}{dt} = \left( \frac{d \log Y}{dt} \right)^* + \Psi \left( \frac{d \log M^s}{dt} - \frac{d \log M^D}{dt} \right) + \Phi (\log M^s - \log M^D). \tag{31}
\]

Unlike equations (28) and (29), the two final adjustment terms on the right-hand side do not explicitly include any asterisked magnitudes. But implicitly they do. The amount of money demanded will depend on anticipated permanent income and prices as well as on the anticipated rate of change in prices.

The special case of the simple quantity-theory model can be obtained from equation (31) by setting \( (d \log M^D)/(dt) = [(d \log Y)/(dt)]^* \), \( \Psi = 1 \) and \( \Phi = \infty \). The first condition is simply that long-run velocity is constant, the third \( (\Phi = \infty) \) assures that \( M^s = M^D \) (equation [14]), and the second \( (\Psi = 1) \), that \( (d \log Y)/(dt) = (d \log M^s)/(dt) \); that is, a change in money supply is reflected immediately and proportionately in nominal income.

Specifying the simple Keynesian model in terms of equation (31) is more difficult because the initial adjustment in that approach is assumed to be through interest rates. One counterpart to equation (31) would have the rate of change in interest rates on the left-hand side. The change in interest rates, in turn, is assumed to influence income through its effect on investment. Another counterpart of equation (31) would have, on the right-hand side, discrepancies between the actual and anticipated rates of change and level of autonomous spending.

In two special cases—absolute liquidity preference and completely interest-inelastic investment and savings functions—the Keynesian model is obtained by setting \( \Psi = \Phi = 0 \). A change in demand for or supply of money has no influence on income. In the more general Keynesian case, perhaps equation (31) as it stands can be regarded as holding, with \( \Psi \) and \( \Phi \) depending on the elasticity of (1) interest rates with respect to changes in the supply of money and (2) investment with respect to interest rates. However, I do not see how to express this case in any simple fashion.

In its general form, equation (31) allows for changes in both supply of money and demand for money. It also implicitly allows for the forces emphasized by Keynes, shifts in investment or other autonomous expenditures, through the effect of such changes on \( M^s \) and \( M^D \). For example, an autonomous rise in investment demand will tend to raise interest rates. The rise in interest rates will tend to reduce \( M^D \), introducing a discrepancy in one or both of the bracketed expressions on the right-hand side of equation (31), which will cause \( (d \log Y)/(dt) \) to exceed \([(d \log Y)/(dt)]^*\).

\[c) \text{Money Demand and Supply Functions}\]

As this comment indicates, in order to complete the theory of the adjustment process, it is necessary to specify the functions connecting
$M^D$ and $M^S$ with other variables in the system, and also to provide relations determining any additional variables—such as interest rates—entering into these functions. Sections 3 and 4 above discuss the demand and supply functions for money that I regard as relevant for this purpose, so only a few brief supplementary comments are required for present purposes.

First, in much of my empirical work I have taken $M^S$ itself as an autonomous variable and have not incorporated in the analysis any feedback from other adjustments. A major reason that I have done so is my judgment that the supply function has varied greatly from time to time.

Second, in the notation I have been using in this section, the variables $y$ and $(1/P)(dP/dt)$ in equation (7) should have asterisks attached to them.

Third, the function specifying $M^D$ might in principle include a transitory component. That is, there is nothing inconsistent with the theory here sketched and distinguishing between a short-run and long-run demand for money, as some writers have done (Heller 1965; Chow 1966; Konig 1968).

d) Determination of Interest Rates

Given that interest rates enter into the demand function for money (equation [7]) and also, presumably, into the supply function, a complete model must specify the factors determining them. Our long-run model determines their permanent values. So what is needed is an analysis of the adjustment process for interest rates comparable with that for prices and nominal income discussed above—provided, as seems reasonable, that measured as well as permanent values of interest rates enter into the money demand and supply functions.

I myself have not worked out the formal theory of this adjustment process in any detail. The one aspect I have considered is the effect of changes in $M^S$ on interest rates.27 In that analysis, I have in effect regarded interest rates as adjusting very rapidly to clear the market for loanable funds, the supply of loanable funds as being possibly linked to changes in $M^S$, and the demand for and supply of loanable funds expressed as a function of the nominal interest rate as depending on $Y$ and $[(1/P)(dP/dt)]^*$ along with other variables.

In some of my empirical work, I have treated interest rates as exogenous.

e) Determination of Anticipated Values

The transition between the short-run adjustment process and long-run equilibrium is produced by an adjustment of anticipated values to measured

---

27 See chapter 7 in the forthcoming book from which this article is abstracted.
values in such a way that, for a stable system, a single disturbance will set up discrepancies that will in the course of time be eliminated. To put this in general terms, we must have

$$\left[ \frac{d \log P}{dt} (t) \right]^{\ast} = f \left[ \frac{d \log P}{dT} (T) \right], \quad (32)$$

$$\left[ \frac{d \log Y}{dt} (t) \right]^{\ast} = g \left[ \frac{d \log Y}{dT} (T) \right], \quad (33)$$

$$y^{\ast}(t) = h[y(T)], \quad (34)$$

$$P^{\ast}(t) = j[P(T)], \quad (35)$$

where $t$ stands for a particular point in time and $T$ for a vector of all dates prior to $t$.

A disturbance of long-term equilibrium, let us say, introduces discrepancies in the two final terms in parentheses on the right-hand side of equation (31). This will cause the rate of change in nominal income to deviate from its permanent value, which through equations (28) and (29) produces deviations in the rate of price change and output change from their permanent values. These may in turn re-enter equation (31) but whether they do or not, they will, through equations (32)–(35), produce changes in the anticipated values that will, sooner or later and perhaps after a cyclical reaction process, eliminate the discrepancies between measured and permanent values.

These anticipation equations are in one sense very general, in another, very special. They require that anticipations be determined entirely by the past history of the particular variable in question, not by other past history or other currently observed phenomena. These equations deny any "autonomous" role to anticipations. These equations, or preferable alternatives to them, are not directly related to the monetary issues that are the main concern of this paper, which is why I have treated them so summarily. Their only function here is to close the system.

One subtle problem in this kind of a structure, in which we have identified the absence of a discrepancy between actual and anticipated values as defining long-period equilibrium, is to assure that the feedback relations defined by equations (32)–(35), as well as the other functions, are consistent with the expanded system of Walrasian equations which specify the long term equilibrium values. At least some values are implicitly determined in two ways: by a feedback relation such as equations (32) and (35), and by the system of long-run equilibrium equations. The problem is to assure that at long-run equilibrium these two determinations do not conflict.

In my empirical work, I have generally used a particular form of anticipated function, namely, one which defines the anticipated values as
a declining weighted average of past observed values. For example, a specific form of equation (34) is

\[ y^*(t) = \beta \int_{T=-\infty}^{t} e^{(\beta - \alpha(t-T))} y(T) dT, \]  

(36)

where \( \alpha \) and \( \beta \) are parameters, \( \alpha \) defining the long-term rate of growth, and \( \beta \), the speed of adjustment of anticipations to experiences (Friedman 1957, pp. 142-47).

9. An Illustration

It may help to clarify the general nature of this theoretical approach if we apply it to a hypothetical monetary disturbance.

Let us start with a situation of full equilibrium with stable prices and full employment and with output growing at, say, 3 percent per year. For simplicity, assume that the income elasticity of demand for money is unity, so that the quantity of money is also growing at the rate of 3 percent per year. Assume also that money is wholly non-interest-bearing fiat money and that its quantity can be taken as autonomous.

Assume that there is a shift at time \( t = t_0 \) in the rate of growth of the quantity of money from 3 percent per year to, say, 8 percent per year and that this new rate of growth is maintained indefinitely. Figure 1 shows the time path of the money stock before and after time \( t_0 \). These figures are not drawn strictly to scale. For emphasis, they exaggerate the difference in the slopes of the lines before and after \( t_0 \).

a) Long-Run Equilibrium

Let us first ask what the long-run equilibrium solution will be. Clearly, after full adjustment, nominal income will be rising at 8 percent per year. If, for the moment, we neglect any effect of this monetary change on real output and the rate of growth of output, this means that prices would be rising at 5 percent per year. It might therefore seem as if the equilibrium path of nominal income would duplicate that of the quantity of money in figure 1 (redrawn as the solid plus dashed line in fig. 2). But this is not the case. With prices rising at the rate of 5 percent per year and, at equilibrium, with this price rise fully anticipated by everyone, it is now more costly to hold money. As a result, equation (7) would indicate a decline in the real quantity of money demanded relative to income, that is, a rise in desired velocity. This rise would be achieved by a rise in nominal income over and above that required to match the rise in the nominal quantity of money. The equilibrium path of nominal income would be like the solid line in figure 2 rather than the dashed line.
If equilibrium real output and the rate of growth of real output were unaffected by the monetary change, as I have so far assumed, the equilibrium path of prices would be the same as that of nominal income, except that it would have a slope of 3 percent per year less, to allow for the growth in real income. However, equilibrium real output will not be unaffected by this monetary change. The exact effect depends on just how real output is measured, in particular whether it includes or excludes the nonpecuniary services of money. If it includes them, as in principle it should, then the level of real output will be lower after the monetary change than before. It will be lower for two reasons: first, the higher cost of holding cash balances will lead producers to substitute other resources for cash, which will lower productive efficiency; second, the flow of nonpecuniary services from money will be reduced (Friedman 1969, pp. 14–15). For both reasons, the price level of output will have to rise more than nominal income—a solid line and a dashed line like those for nominal income in figure 2 would be farther apart vertically for prices of final products than for nominal income.

It is harder to be precise about the equilibrium rate of growth, since that depends on the particular growth model. What is clear is that the aggregate stock of nonhuman capital, including money, will be lower relative
to human capital, but that the aggregate stock of physical (nonmoney) capital will be higher, so that the real yield on capital (essentially our $r_e$ of equation [7]) will be lower. The nominal interest rate (the $r_b$ of equation [7]) will equal this real yield plus the rate of change in prices, so it will be higher. If these changes have any effect on the rate of growth of real output, they will tend to reduce it, so that the equilibrium price level of final products will not only be higher relative to its initial value than the equilibrium level of nominal income; it may also rise more rapidly (Stein 1966; Johnson 1967a, 1967b; Marty 1968). For simplicity, I shall neglect this possibility and assume that the equilibrium rate of rise in prices is 5 percent per year.

*b) The Adjustment Process*

So much for the equilibrium position. What of the adjustment process? This description of the equilibrium position already tells us one thing about the adjustment process. In order to produce the shift in the equilibrium path of nominal income from the dashed to the solid line, nominal income and prices must rise over some period at a faster rate than the
final equilibrium rate—at a faster rate than 8 percent per year for nominal income and 5 percent per year for prices. There must, that is, be a cyclical reaction, an overshooting, in the rate of change in nominal income and prices, though not necessarily in their levels.

How will this adjustment process be reflected in my theoretical sketch of the adjustment process? The shift in \( (d \log M^s)/(dt) \) at time \( t_0 \) from 3 percent to 8 percent introduces a discrepancy of positive sign into the second term in parentheses of equation (31), while initially leaving the third term in parentheses unchanged. As a result, \( (d \log Y)/(dt) \) will increase, exceeding \( [(d \log Y)/(dt)]^* \), which, viewed in this transitional process as an anticipated value rather than as a long-run equilibrium value, is unchanged from the prior long-run equilibrium value. How rapidly the rate of growth of nominal income rises depends partly on the value of \( \Psi^* \), the coefficient indicating speed of adjustment, and partly on the demand function for money. If the latter depends only on anticipated values (that is, if all the variables in equation [7] have asterisks), \( (d \log M^D)/(dt) \) will initially be unchanged, so everything will depend on \( \Psi^* \), which might have any value, from zero, meaning no adjustment, to a value higher than unity, meaning that nominal income would rise initially by more than 5 percent per year.\(^{28}\)

Whatever the rate of rise in nominal income, it will be divided into a rise in prices and in output, in accordance with equations (28) and (29). If \( \alpha \) is less than unity, both real output and prices will start rising, their relative rates depending on the size of \( \alpha \).

The rising prices and nominal income will start affecting anticipated rates of change, through equations (32) and (33), feeding back into (31) and (28) and (29).

All of this is so at time \( t_0 \), with no effect on the levels of any of the variables. However, as the process continues, the levels start being affected. In equation (31), \( \log M^s \) comes to exceed \( \log M^D \), so the second term of equation (31) adds to the upward pressure on \( (d \log Y)/(dt) \), making for a speeding up in the expansion of nominal income. In equations (28) and (29), \( \log y \) comes to exceed \( \log y^* \), thus increasing the fraction of income increase absorbed by prices and reducing the fraction absorbed by output. The changed levels of \( y \) and \( P \) feed into equations (34) and (35) and so start altering \( y^* \) and \( P^* \).

The changes in all of the variables now start affecting the demand functions for money, both directly, as these variables enter the demand functions, and indirectly, as they affect other variables, such as interest rates, which in turn enter the demand functions. As a result, \( (d \log M^D)/(dt) \) and \( M^D \) in equation (31) start to change. The process will, of course,

\(^{28}\) The model briefly sketched in the final two paragraphs of Friedman (1959) implicitly has an initial value of \( \Psi^* \) which is much higher than unity.
finally be completed when the relevant measured variables are all equal to their permanent counterparts and these equal the long-run equilibrium values discussed above.

It is impossible to carry much farther this verbal statement of the solution of an incompletely specified system of simultaneous differential equations. The precise adjustment path depends on how the missing elements of the system are specified and on the numerical values of the parameters, but perhaps this much is enough to give the flavor of the kind of adjustment process they generate, and to indicate why this process is necessarily cyclical.

What is the reflection in these equations of the point made in the second paragraph of this section, namely, that \( \frac{d \log Y}{dt} \) and \( \frac{d \log P}{dt} \) must, during the transition, average higher than their final long-term equilibrium values? Consider equation (31). Suppose that over a period the average value of \( \frac{d \log Y}{dt} \) and \( \frac{d \log P}{dt} \) had been 8 percent

---

**Fig. 3.—Possible adjustment paths of rate of change in nominal income**
per year and 5 percent per year, respectively. Suppose the anticipations functions (32) and (35) were such that this was fully reflected in anticipated values. Then, as we have seen, although $M^s$ would have risen at the rate of 5 percent per year, $M^D$ would not have; so the final term in equation (31) would not be zero, even though the middle term on the right-hand side might be. Hence, $(d \log Y)/(dt)$ would exceed $[(d \log Y)/(dt)]^*$, which by assumption is at its long-run equilibrium value; so full equilibrium would not have been attained.

Figure 3 summarizes various possible adjustment paths of $(d \log Y)/(dt)$ consistent with the theory sketched. The one common feature of all of them is that the area above the 8 percent line must exceed the area below. In principle, of course, still other paths are possible. For example, it is conceptually possible for the adjustment to be explosive rather than damped. Restricting ourselves to damped paths is an empirical judgment.

10. Conclusion

In concluding this discussion of a theoretical framework, it may be worth stating that it is not a framework special to me or to those economists who view the operation of the economy in terms of the quantity theory. No doubt other economists would expand the framework differently, stress different parts of it, elaborate points I have skimmed over, and skim over points I have elaborated. But almost all economists would accept the framework, and this is true even, I believe, of the least thorough part, the sketch of the adjustment process in the preceding section.

One purpose of setting forth this framework as I have is to document my belief that the basic differences among economists are empirical, not theoretical: How important are changes in the supply of money compared with changes in the demand for money? Are transactions variables or asset variables most important in determining the demand for money? How elastic is the demand for money with respect to interest rates? With respect to the rate of change in prices? When changes in demand or supply occur that produce discrepancies between the quantity of money that the public holds and the quantity it desires to hold, how rapidly do these discrepancies tend to be eliminated? Does the adjustment impinge mostly on prices or mostly on quantities? Is the adjustment process cyclical or asymptotic? Is the adjustment to sharp changes over short periods different in kind or only in degree from the adjustment to slower changes over longer periods? How long does it take for people to alter their anticipations in light of experience?

Much of the controversy that has swirled about the role of money in economic affairs reflects, in my opinion, different implicit or explicit answers to these empirical questions. The reason such differences have
been able to persist is, I believe, that full adjustment to monetary disturb-
ances takes a very long time and affects many economic magnitudes. If
adjustment were swift, immediate, and mechanical, as some earlier
quantity theorists may have believed, or, more likely, as was attributed to
them by their critics, the role of money would be clearly and sharply
etched even in the imperfect figures that have been available. But, if the
adjustment is slow, delayed, and sophisticated, then crude evidence may
be misleading, and a more subtle examination of the record may be needed
to disentangle what is systematic from what is random and erratic. That,
not the elaboration of the theory, has been the primary aim of the studies
of myself and my associates.
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