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ABSTRACT

Banks and related financial institutions often have two separate subsidiaries that make loans of similar type but differing risk, for example, a bank and a finance company, or a "good bank/bad bank" structure. Such "bipartite" structures may prevent risk shifting, in which banks misuse their flexibility in choosing and monitoring loans to exploit their debt holders. By "insulating" safer loans from riskier loans, a bipartite structure reduces risk-shifting incentives in the safer subsidiary. Bipartite structures are more likely to dominate unitary structures as the downside from riskier loans is higher or as expected profits from the efficient loan mix are lower.

At first glance, some subsidiary structures that are common among financial institutions seem difficult to explain. For example, bank holding companies, such as Wells Fargo Inc. and Bank of America, often have both a commercial banking subsidiary and a finance company subsidiary. Both subsidiaries make loans, and the sectors to which they lend usually overlap: both may lend to consumers, or both may lend to commercial firms. On average, finance company loans are more risky than commercial bank loans, but outside investors generally cannot observe the risk of any given loan at the time it is made. Public disclosure by the holding company is usually limited to broad sectors (e.g., "commercial loans" or "consumer loans"), and in any case the holding company's ex ante assessments of loan risk are in part subjective and costly to disclose in detail. Given the difficulties that outside investors have in distinguishing the quality of the various subsidiaries' loans, why is it often the case that these subsidiaries are funded separately from one another and from their parent?

A similar question arises with "good bank/bad bank" restructurings, such as Mellon Bank's creation of Grant Street Bank in 1988. In these restructurings, an institution with impaired loans or other illiquid assets writes down their
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reported value to an estimate of what they are worth, then puts them in a separate structure. What seems odd is that the financial institution often retains its equity stake in the bad loans. Given that expected losses on the loans have been taken and that the loans are still owned by the institution, why bother placing them in a separately funded subsidiary?

Arguments based on different managerial practices for loans of differing risk do not seem relevant to the use of separate subsidiaries. Granted that riskier loans require more intensive monitoring than safer loans, this could be dealt with by simply having a separate department or division of the bank handle such loans. Indeed, many banks have asset-based lending groups whose business resembles that of commercial finance companies, and almost all banks have some form of loan workout group to handle impaired credits. Moreover, if the concern is one of providing information to investors about the performance of different divisions, as suggested by Holmstrom (1979), this can be provided in the institution's annual report (e.g., in the notes to the financial statements)—which, in fact, many institutions do.

In this paper, we suggest an explanation that is rooted in the role of banks and similar financial institutions as delegated monitors. These institutions raise funds from diffuse investors and then invest them in illiquid financial assets such as loans and privately placed bonds. Although such assets benefit from careful evaluation, selection, and monitoring, the quality and composition of the institution's assets are not easily observed by investors. Indeed, this is one reason why such institutions are typically highly levered—issuing debt mitigates some of the adverse selection and moral hazard problems between the institution and its investors (Diamond (1984), Williamson (1986), DeMarzo and Duffie (1999), Bolton and Freixas (2000), Diamond and Rajan (2001)). Nevertheless, this combination of high leverage and asset opacity means that the institution may have incentive to engage in risk shifting, inefficiently increasing the overall risk of its loans, because some of the downside is shared with debt holders, while shareholders pocket the upside. This increase in loan risk could come through deliberate selection or through shirking on screening or monitoring of loans, all of which are activities that are difficult for outside investors to observe.

We show that, when such risk shifting is a concern, the institution's incentives can often be improved by creating a structure with two subsidiaries, where one subsidiary is supposed to hold relatively safe loans and the other is supposed to hold relatively risky loans. In this "bipartite" structure, each subsidiary's debt has recourse only to that subsidiary's assets. This contrasts with a "unitary" structure in which all debt has equal recourse to all assets.

To see why a bipartite structure may dominate a unitary structure, it is easiest to start with the case of pure asset selection, in which the risk and quality of the loans that the institution holds are unobservable to outsiders. Regardless of subsidiary structure, the first-best outcome is for the institution to make all loans that are "efficient," that is, those that offer it an expected return in excess of the required return for their risk class. Some of these loans will be relatively safe, others relatively risky. Thus, there will be "bad" states of
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the world where the risky loans as a group perform more poorly than the safe loans.

Risk shifting by “asset substitution”—choosing riskier but inefficient loans—has a cost for shareholders, namely, the loss of any shareholder profits that an efficient portfolio would produce in bad states. As we will show below, a bipartite structure makes asset substitution more costly for shareholders. In a unitary structure, even if the institution holds the efficient portfolio, safer and riskier loans are mixed together. Although the riskier loans are “good” (efficient), in bad states their return is less than that of safer loans and less than their own required return. This reduces the institution’s net return in bad states. By contrast, in a bipartite structure, the safer efficient loans are supposed to be held in a separate subsidiary. This insulates them from the downside of riskier efficient loans and may also reduce the debt rate that investors require from the subsidiary. Both these features increase the safe subsidiary’s net return in bad states, reducing risk-shifting incentives. This improvement in incentives occurs even though asset risk per se cannot be contracted on; it is enough that investors can limit the size of each subsidiary and set financing rates based on each subsidiary’s expected asset composition.

The bipartite structure’s potential weakness lies in the risky subsidiary. By construction, this subsidiary is supposed to hold riskier loans and have a higher chance of default than the safe subsidiary. This may increase the institution’s incentives to engage in risk shifting within the risky subsidiary. Nevertheless, such a limited amount of risk shifting is usually better than having the entire institution engage in risk shifting under a unitary structure.

The bipartite structure is most likely to dominate the unitary structure in situations where risk-shifting incentives are particularly high, for example, when the institution’s mix of efficient loans includes a relatively large number of risky loans, or when the downside of these risky efficient loans is especially high, or when safer loans offer very low excess returns. All of these factors imply that a unitary structure will have low or negative net returns in bad states, encouraging risk shifting. In these circumstances, there will be great incentive gains to separating safe and risky loans into two subsidiaries. We demonstrate this both in the case where loans come in a few discrete types (Section II) and in the case where loan types vary continuously (Section III).

Our analysis assumes that the institution has some positive net present value lending opportunities: On average, it can earn rents or quasirents on its loans. For simplicity, we abstract from questions of market structure and take the institution’s opportunity set as given, but this is not essential. Even if the institution faces competition for marginal loans, all our analysis requires is that there are some inframarginal loans on which it earns rents ex post. As discussed in Section I, this is consistent with evidence on bank informational quasi-rents from continuing relationships.

Although our discussion thus far has focused on a story of costless loan selection, in Section IV we show that the same intuition carries over to the cases of costly loan monitoring and costly loan screening. If the institution does not monitor loans, it saves costs, but its loans perform worse in bad states of the
world. Setting up two subsidiaries insulates safer loans from the downside riskier loans possess even when monitored; this reduces the temptation to forgo monitoring the safer loans. Similarly, setting up two subsidiaries reduces potential risk-shifting gains from not screening. Moreover, conditional on having screened, the institution could still engage in asset substitution; by discouraging this, a bipartite structure can further encourage screening.

In all three cases—loan selection, costly monitoring, and costly screening—the critical assumptions are that outside investors cannot directly observe the institution's actions and loan quality. Nonetheless, a bipartite structure in which safer loans are supposed to be separate from riskier loans can be self-fulfilling. The bipartite structure improves incentives, not because investors can better observe the institution's actions or loan quality, but because this structure reduces potential gains from risk shifting.

Our analysis initially assumes that the institution uses debt for all of its external financing. This assumption is not necessary; as we show in Section V, all that is required is that equity is more costly than debt. Examples of such costs include the agency and signaling motivations for highly levered institutions, as well as the more traditional tax and financial distress costs from the corporate finance literature. Our analysis also assumes that investors cannot observe the institution's loan risk and quality or any actions that affect this risk and quality, but only the distribution from which risk and quality are drawn. Again, in Section V we discuss how this assumption can be weakened; all that is required is that investors' knowledge of the institution's choice and action set is more precise than their ability to observe actual choices and actions in a timely fashion. As discussed above, both of our assumptions—that equity finance is costly for institutions and that outside investors have difficulty observing the institution's actions in a timely fashion—are at the heart of the delegated monitoring theory of financial intermediation.

At the outset, we noted two examples where bipartite structures are used to separate loans of similar type but differing risk. We return to these examples in Section VI. If the riskier segment of an institution's borrower base is large enough or risky enough, it could undermine the institution's incentives to choose or screen for safer loans. In this case, having a separately funded finance company subsidiary improves lending incentives. In the case of a "good bank/bad bank" structure, the institution already has a large number of impaired loans. Even if these loans are written down to their fair value, recoveries on them are much more uncertain than are repayments on healthy loans. By putting impaired loans in a separate subsidiary, the institution insulates the rest of its business from the impaired loans' downside, reducing risk-shifting incentives in the ongoing selection, screening, and monitoring of healthy loans.

As discussed in Section VI, our analysis also has implications beyond these two uses of bipartite structures. Several insurance companies have used "good bank/bad bank" structures to deal with policy lines where the risk of loss has increased substantially since the policies were sold. Securities firms routinely segregate their high-risk private equity investments in separately funded affiliates. Again, the critical ingredient is that the financial claims placed in the
"bad bank" or "risky sub" have enough downside to harm incentives throughout the rest of the institution.

**Literature review.** Our paper investigates how an institution can best choose its internal structure to pursue a given set of activities. This distinguishes our work from the large literature on costs and benefits of merging separate firms. This other literature focuses on benefits resulting from coinsurance and other synergies and costs resulting from increased internal agency problems and reduced transparency (see, e.g., Gertner, Scharfstein, and Stein (1994), Habib, Johnsen, and Naik (1997), Fluck and Lynch (1999), Boot and Schmeits (2000), Fulghieri and Hodrick (2003)). We also abstract from issues involving exploitation of government safety nets and conflicts of interest between different aspects of financial services, which are the focus of Santos (1998) and Shull and White (1998).

Closest to our paper are John (1993), Flannery, Houston, and Venkataraman (1993), and Chemmanur and John (1996). John shows that separating divisions into subsidiaries with their own debt finance can reduce underinvestment problems within a firm, but increased diversification also reduces underinvestment problems, reducing gains from creating subsidiaries. Flannery et al. show numerically that by providing coinsurance, merging two independent firms can increase tax shields and reduce underinvestment but may exacerbate asset substitution. Chemmanur and John focus on the role of managerial control benefits rather than project return risk. They show that when these benefits vary widely across projects, project finance (akin to multisubsidiary structures in our model) sometimes dominates independent firms or unitary merged structures in preventing loss of these benefits through outside takeover or financial distress.

Our paper differs from these in several critical respects. First, unlike Chemmanur and John, we focus on asset risk and returns. Unlike all three of these papers, our model is geared to key features of financial institutions. Our firm (institution) relies heavily on debt finance and is critically in the business of choosing, screening, or monitoring a large number of assets, rather than combining a few projects of fixed size. As a result, unlike nonfinancial firms, our firm has very high leverage and great flexibility in its choice of the size, risk, and return of any subsidiary structures it forms.

The rest of the paper is organized as follows. Section I outlines our model's key assumptions and supporting evidence for these assumptions. Sections II and III analyze the institution's lending decision when loan types are discrete and when loan types vary continuously, respectively. Section IV shows how our results apply to settings with costly loan screening and monitoring. Section V discusses additional considerations such as costly equity finance. Section VI discusses applications of our results, including separately funded finance subsidiaries and "good bank/bad bank" restructurings. Section VII concludes.

### I. Model and Motivation

We begin by describing the key assumptions of our model, after which we discuss the assumptions' motivation and supporting evidence.
A. Key Assumptions

A financial institution raises money from investors and invests the proceeds in various loans or other assets. The institution's goal is to maximize the welfare of its initial owners, who are assumed to be risk neutral and (for simplicity) do not have any additional funds for investment. Additional funds are raised from risk-neutral investors who require an expected total return of $r$ per unit borrowed.

**Loans:** Each loan requires one unit now and returns an amount next period that depends on the loan's type and the state of the world. There are two possible states of the world, 1 and 2; for simplicity, both are equally likely. Thus, a loan's type can be represented by $(e_1, e_2)$, where $e_i \geq 0$ is the loan's gross return in state $i$. We assume that for all types $(e_1, e_2)$, $e_1 > e_2$; that is, state 2 is a "bad" state for all loan types. Thus, our focus is on risk that is not easily diversifiable.

Loans—especially those that offer an expected return in excess of investors' required return $r$—are available in limited supply. Intuitively, the institution has some lending opportunities that offer rents or quasi-rents, whether from local market power, location advantages, or private information that the institution has acquired—but these "positive NPV" opportunities are limited in number. For simplicity, we take the numbers of loans of different types and their returns as exogenous. Of course, in reality, these parameters would reflect overall economic conditions and the degree of competition among institutions.

**Funding:** Initially, we assume that the institution must issue debt to fund all loans. As noted in the introduction, financial institutions such as banks, finance companies, and life insurers are all much more highly levered than nonfinancial firms. As we show in Section V, so long as equity finance involves additional costs relative to debt finance, allowing the institution to issue equity does not alter the thrust of our results.

**Investors' information:** We assume that investors can observe and contract on the size of the institution and its subsidiaries; however, although investors know the distribution of loan types that the institution has access to, they cannot observe the precise mix of loans that the institution chooses to make. This leaves open the possibility of risk shifting through asset substitution: the institution may claim it is going to invest in a set of loans of given risk, and then shift into a riskier mix once debt funding is in place.

Later in the paper, we extend our results by assuming that the institution may change its loans' returns via costly screening or monitoring, and that investors cannot observe these activities or their direct effects. In this case, the institution may raise funds at a rate that presumes that the institution will screen or monitor, after which it may shift risk by not screening or monitoring.

Our final assumption is that investors know the characteristics of the pool from which the institution chooses its loans. In reality, investors will have some uncertainty over these characteristics. So long as they have rational expectations and their sense of the pool's characteristics is more precise than their knowledge of the institution's choices, our results should continue to have force. We discuss this in more depth in Section V.
B. Discussion

We now provide our motivation for assuming that (1) investors find it difficult to observe the precise mix and risk of the institution's loans in a timely fashion and (2) investors are concerned that the institution may engage in risk shifting. We also provide evidence for the importance of institutional risk shifting.

Loan opacity: Although investors often have some information about the composition of an institution's asset holdings, this information is typically available only annually or quarterly with a lag and only for broad sector groupings. For example, Wells Fargo's 2001 Annual Report gives no breakdown of its $48.6 billion average balance of commercial loans (out of $163 billion total loans), even in the footnotes or management's discussion of operations. This does not give much idea of the precise nature of the commercial loan portfolio. Moreover, an institution's screening or monitoring efforts affect the risk of its assets. Since these efforts are difficult for investors to observe directly, they present another channel by which the institution can unobservably increase its risk.

The nature of loan risk—small probability of large loss—also makes observation of risk difficult. The provision for loan losses is the most forward-looking measure of this risk, but it is also the measure most vulnerable to management's manipulation. Actual loan charge-offs are the most accurate measure of losses, but also the most backward looking. Moreover, loan losses are concentrated in sector downturns, which tend to occur at intervals of several years. The upshot is that it is difficult for outside investors to make timely and accurate assessments of an institution's loan portfolio risk until possible losses have become a reality.

In a study of bank credit ratings, Morgan (2002) finds evidence that is consistent with the relative opacity of a bank's loans and its actions. He finds that Moody's and Standard and Poor's, the two largest credit rating agencies, disagree on bank ratings significantly more often than they disagree on nonfinancial firms' ratings.\(^1\) Disagreements on banks are more common as loans are a larger fraction of bank assets, and as bank equity capital ratios are lower.\(^2\)

Investor concern for risk shifting: There is a large literature documenting the effects of governmental deposit guarantees on bank risk taking. Generally speaking, the evidence suggests that such guarantees tend to exacerbate risk taking, although this can be reduced to some extent by more stringent

---

\(^1\) Morgan finds similar results for insurance companies. Since insurers act as delegated monitors of their portfolios of policies, this is consistent with insurers having more precise information about their portfolio exposures than outsiders have.

\(^2\) Morgan also finds that disagreements are more common as trading account assets are a larger fraction of total assets. As argued by Myers and Rajan (1998), trading assets are highly liquid, allowing easy changes of risk via trading, which are hard for investors to control directly. Again, this is consistent with investor concerns about risk shifting. We return to this issue in Section VI.
Our results do have implications for regulators concerned about risk shifting. Our main point, however, is that investors themselves often care about bank risk shifting, and this affects an institution's ex ante choice of structures that serve as commitments to avoid such inefficient behavior.

In fact, Keeley (1990) finds evidence that investors in bank liabilities are also concerned about potential risk shifting by banks. Drawing on the theoretical work of Marcus (1984), he predicts that banks with higher "franchise" or going-concern value should be less likely to engage in risk shifting; such value is lost in the event of financial distress, which increases shareholders' cost of taking on inefficient risky loans. Using a sample of U.S. banks from 1970 to 1986, he finds that, all else equal, banks with higher market-to-book ratios pay lower rates on their large CDs. Because market-to-book proxies for going-concern value, this is consistent with investor concern that banks with lower franchise value are more likely to engage in risk shifting.

Occurrence of institutional risk shifting: In a number of cases, institutions have engaged in significant risk shifting that has remained undetected until losses materialized. For example, as shown by Herring (1991), the well-known failure of Continental Illinois in 1984 was due to both lack of diversification and lax credit standards. Although Continental's problems developed over a number of years in the late 1970s and early 1980s, these problems only became public in July 1982, when the bank announced that it was holding over $1 billion in energy-related loans purchased from the just-failed Penn Square Bank.

For our purposes, Continental's case illustrates two key points. First, although outside analysts had a general sense of Continental's focus on energy-related loans, they did not know the details in a timely fashion. Second, the bank maintained investor confidence until the summer of 1982 because investors believed that the bank's specialization in energy lending made it better at picking out good energy loans—a confidence that was admittedly misplaced.

More recent cases show similar patterns. During 1989 to 1992, Citicorp had massive loan losses in a number of its U.S. operations, including highly-leveraged-transaction loans, commercial and residential real estate loans, and credit card loans. Later accounts (e.g., Hansell (1994)) suggest that rapid diversification and lax internal credit controls were to blame; yet, until loan losses began to surface in 1989, Citicorp's diversification strategy was widely viewed as a source of strength. Green Point Savings' experience with "low-doc" mortgage loans during the same period also illustrates the discrepancy between
institutional behavior and investor perceptions; in this case, investors did not recognize the bank's superior monitoring skills until losses hit the entire "low-doc" loan market.\(^5\)

Nor is unobservable risk shifting only a problem at government-insured banks and thrifts. A recent example concerns Household International, a large independent U.S. consumer finance company, which in 2002 was accused by the SEC of making "false and misleading" statements concerning its policies for restructuring loans so that they are no longer considered delinquent" (Croft and Silverman (2003)). Such restructuring is a form of risk shifting: delinquent loans are essentially "rolled over," allowing the lender to gamble on the hope that the borrower will be able to repay a larger amount in the future. Since Household's liabilities had no government guarantee at the time (it was subsequently acquired by HSBC, a U.K.-based bank holding company), this example shows that risk shifting concerns can arise from the very nature of delegated monitoring, which leads to a significant information asymmetry between financial intermediaries and the diffuse debt holders that fund them.

**Relative transparency of an institution's size and debt levels:** Whereas risk is difficult for investors to measure, an institution's size and debt level are two simple numbers that are relatively easy to report and verify. As such, size and debt level can be embedded in debt covenants much more easily than risk can. Increases in an institution's size can only come about by issuing debt, issuing equity, or reinvesting free cash flow. Increases in debt are relatively easy to monitor; the other two actions reduce leverage and risk, all else equal. For simplicity, we have assumed that the difference is absolute; size and debt levels are perfectly observable, whereas actual loan composition and risk level are completely unobservable.

### II. Institutional Structure with Discrete Loan Types

We begin with the case where investment loans come in a few discrete types. In this setting, we compare the performance of a unitary structure and a bipartite structure, where the bipartite structure consists of a subsidiary that holds low-risk loans and does not default and a subsidiary that holds high-risk loans and defaults part of the time. We show that, if high-risk loans are relatively plentiful, the bipartite structure supports efficient lending more often than the unitary structure does. When high-risk loans are less plentiful, results are mixed: although in some cases the bipartite structure continues to be more likely to support efficient lending, there are also cases where a unitary structure is better because the bipartite structure’s risky subsidiary distorts lending

---

\(^5\) Requiring little verification of borrower income or asset levels, "low-doc" residential mortgage loans attracted a risky, low-income clientele. After an initial burst of popularity, rising defaults as the economy weakened in 1989 and 1990 led many lenders to withdraw from the business. Unlike other lenders, Green Point, a large New-York-based savings bank, had carefully monitored the quality of the real estate collateral itself and enforced stricter loan-to-value ratios; as a result, it was able to continue making these loans profitably throughout the early and mid 1990s (see Roosevelt (1990), United States Banker (1991), and Bird (1994)).
incentives. These results help motivate our more general analysis in Section III, where we extend our results to the case where loan types vary continuously.

Accordingly, suppose that loans fall into two risk classes, low and high. Within each class, there are two subtypes: those that have expected returns less than investors’ required return \( r \) ("inefficient" or "negative-NPV" loans) and those that have expected returns greater than \( r \) ("efficient" or positive-NPV" loans). More precisely, low-risk loans return \( s \) in both states, where \( s = s_b < r \) for inefficient low-risk loans and \( s = s_g > r \) for efficient low-risk loans. High-risk loans return \((1 + \alpha)t\) in state 1 and \((1 - \alpha)t\) in state 2, where \( \alpha \in (0, 1], t = t_b < r \) for inefficient high-risk loans, and \( t = t_g > r \) for efficient high-risk loans. We also assume that

\[
(1 - \alpha)t_g < r, \tag{1}
\]

so that efficient high-risk loans do have some downside risk.\(^6\) For brevity, we sometimes refer to loans by their expected return; for example, "\( s_g \) loans.”

Let \( S^* \) denote the mass of efficient low-risk loans that the institution has access to, and \( S \) the mass of inefficient low-risk loans it has access to; similarly, let \( T^* \) and \( T \) denote the mass of efficient and inefficient high-risk loans it has access to, respectively. We will also assume that the inefficient loans of a given risk-class weakly outnumber the efficient loans in that class, i.e., \( S \geq S^* \) and \( T \geq T^* \). This simplifies analysis without affecting the substance of our results.

The first-best investment rule is to fund all loans with expected return greater than \( r \), in which case the institution’s size is \( I^* = S^* + T^* \). Because of the incentive problem already noted, however, this first-best rule may not be feasible. We first consider the case where the institution tries to fund the efficient portfolio in a unitary (single subsidiary) structure. If investors believe that the institution will choose the efficient portfolio, then they expect that gross portfolio returns (before debt payments) are \( S^*s_g + T^*(1 + \alpha)t_g \) in state 1 and \( S^*s_g + T^*(1 - \alpha)t_g \) in state 2, and so they require that the institution promise to pay a face value of

\[
R_U = \max \left\{ r, 2r - \frac{S^*s_g + T^*(1 - \alpha)t_g}{I^*} \right\}
\]

per unit of debt. The upper part of Figure 1 displays these conditions.

Nevertheless, given \( R_U \), the institution may be tempted to shift into more risky loans, defaulting in State 2 while maximizing state 1 returns. This leads to the following definition.

**Definition 1:** The plunging portfolio of size \( I^* \), \( P(I) \), is the portfolio of size \( I \) with maximum total state 1 return.

Thus, the most profitable deviation from the efficient portfolio is the plunging portfolio of size \( I^* \). This portfolio never puts any weight on \( s_b \) loans, since these

\(^6\) If efficient loan returns always exceeded \( r \), risk shifting would never be a problem.
Unitary Structure

\[
\text{State 1: } S^*[s_g-R_u] + T^*[(1+\alpha)\ell_g-R_u]
\]
\[
\text{State 2: } \max\{0, S^*[s_g-r] + T^*[(1-\alpha)\ell_g-r]\}
\]

If \( S^*[s_g-r] + T^*[(1-\alpha)\ell_g-r] > 0 \), then \( R_u = r \).

Otherwise, \( R_u = 2r - \frac{[S^*[s_g,+T(1-a)\ell]l]}{R} > r \).

Bipartite Structure

Sub A

\[
\text{State 1: } S^*[s_g-r]
\]
\[
\text{State 2: } S^*[s_g-r]
\]

Sub B

\[
\text{State 1: } T^*[(1+\alpha)\ell_g-R_B]
\]
\[
\text{State 2: } 0
\]

\( R_B = 2r-(1-a)\ell > R_u \).

Figure 1. Efficient portfolio returns by state (discrete case). This figure shows portfolio returns by state for a unitary subsidiary structure and for a bipartite subsidiary structure. The bipartite structure consists of two subsidiaries, a “safe” subsidiary (Sub A) that never defaults and a “risky” subsidiary (Sub B) that defaults in state 2.

are dominated by \( s_g \) in both states and by \( t_g \) in state 1; indeed, inefficient low-risk loans play no further role in our analysis. A key question is whether

\[
(1 + \alpha)t_b > s_g.
\]

If not, then the institution never chooses \( t_b \) loans over \( s_g \) or \( t_g \) loans, the plunging portfolio is in fact the efficient portfolio, and moral hazard is not an issue. Since in reality it seems likely that some inefficient risky loans have higher upside potential than some efficient low-risk loans, we henceforth assume that (2) holds.\(^7\) It follows that the plunging portfolio \( P(I^+) \) picks all \( t_g \) loans, with the remainder being \( t_b \) loans, plus some \( s_g \) loans if \( T < S^* \). The following proposition specifies when a unitary structure can achieve the first best.

\(^7\) When (2) is violated, moral hazard is not an issue, and both unitary and bipartite structures achieve the efficient outcome.
PROPOSITION 1 (Efficiency of the unitary structure):

(i) The unitary structure cannot support the efficient portfolio if the efficient portfolio is risky (that is, if the efficient portfolio’s average state 2 return is less than the required return r).

(ii) The unitary structure supports the efficient portfolio if and only if

\[ \min\{T, S^*\} \cdot [(1 + a)t_b - s_g] \leq S^*(s_g - r) + T^*[(1 - a)t_g - r]. \] (3)

(iii) The unitary structure is more likely to support the efficient portfolio as the risk of high-risk loans (a) decreases, as the number of efficient low-risk loans (S*) rises relative to the number of efficient high-risk loans (T*), as the expected returns of efficient loans (s_g and t_g) increase, or as the expected return of inefficient high-risk loans (t_b) decreases.

The proofs of this and all subsequent propositions are given in the Appendix.

Note that the right-hand side of (3) is the state 2 payoff to the institution from the efficient portfolio, while the left-hand side is the increase in upside (state 1 return) from replacing \( \min\{T, S^*\} \) efficient low-risk (s_g) loans with inefficient high-risk (t_b) loans. Plunging is attractive when this increase in upside offsets the loss of any state 2 income that would accrue under efficient investment. The second term on the right-hand side is negative; lumping high-risk t_g loans together with low-risk s_g loans weakens the institution’s resistance to risk shifting. As the returns on efficient loans (s_g and t_g) increase, the temptation to plunge decreases. Increasing the numbers or riskiness of high-risk loans reduces the state 2 payoff and increases the upside from risk shifting, increasing this temptation. When the unitary portfolio defaults in state 2 (the right-hand side of (3) is negative), the unitary structure always succumbs to plunging.

The unitary structure is inefficient when the efficient portfolio’s aggregate return in state 2 is too small, that is, when the downside of high-risk loans is too great relative to the returns from low-risk loans. One might then conjecture that separating these two groups into two subsidiaries might improve matters by isolating safer loans from the “contagion” of riskier loans. As we now show, this conjecture generally holds; the subsidiary with the safer loans is more immune to risk shifting than is a unitary structure.

Suppose the institution sets up two subs: one (“Sub A”) is of size S* and is supposed to hold only the s_g loans; the other (“Sub B”) is of size T* and is supposed to hold only the t_g loans. If this arrangement is incentive compatible, Sub A pays \( r \) on its debt and never defaults, whereas Sub B pays \( R_B = 2r - (1 - a)t_g \) on its debt and defaults in state 2. The lower part of Figure 1 displays these results.

The question of whether this bipartite structure supports efficient investment is more complex than in the unitary case, since the institution has additional options for asset substitution by switching loans between subsidiaries. The next proposition establishes necessary and sufficient conditions for efficiency. Although the general statement is somewhat cumbersome, these conditions simplify considerably in a number of cases, as we will demonstrate shortly.
Proposition 2 (Efficiency of the bipartite structure): The bipartite structure supports efficient investment if and only if the following conditions hold:

(i) If \( S^* \leq T^* \) (efficient high-risk loans outnumber efficient low-risk loans) and \( 2T^*(t_g - r) \geq S^*(1 + \alpha)(t_g - t_b) \), then

\[
\min(T, S^*) \cdot [(1 + \alpha)t_b - s_g] \leq S^*(s_g - r), \quad (4)
\]

and

\[
t_g - s_g \leq \frac{1}{2}(1 + \alpha)(t_g - t_b). \quad (5)
\]

(ii) If \( S^* > T^* \), then (4), (5), and

\[
\min(S^* - T^*, T) \cdot [(1 + \alpha)t_b - s_g] \leq S^*(s_g - r) + T^* \min(s_g - R_B, R_B - s_g). \quad (6)
\]

(iii) If \( S^* \leq T^* \) and \( 2T^*(t_g - r) < S^*(1 + \alpha)(t_g - t_b) \), then (4), (5), and

\[
S^*[(1 + \alpha)t_g - s_g] \leq S^*(s_g - r) + 2T^*(t_g - r). \quad (7)
\]

In interpreting the proposition, note that the condition \( 2T^*(t_g - r) < S^*(1 + \alpha)(t_g - t_b) \) is the condition that replacing \( S^* \) of Sub B’s \( t_g \) loans with \( t_b \) loans makes Sub B default all the time.

Condition (4) precludes plunging. This is weaker than the corresponding condition (3) for the unitary structure. Intuitively, under the target investment mix, efficient low-risk loans are “insulated” from the downside of high-risk loans, making it more costly to get risk shifting gains in Sub A. This can be seen in Figure 1: under efficient investment, Sub A has higher net returns in state 2 than does the unitary structure, and so the institution has more to lose by plunging in Sub A than by plunging in a unitary structure. Through Sub B, the status quo already has the institution “shifting” the downside on efficient risky loans (\( t_g \)) to debt holders, but Sub B’s debt is priced accordingly. Effectively, plunging in the unitary structure lets the institution extract value from all debt holders, whereas plunging in the bipartite structure only extracts value from the debt holders of Sub A and is more costly (since the foregone net returns in state 2 are higher).

Nevertheless, as already noted, the bipartite structure permits other forms of asset substitution. We call one possibility “asset rotation”: inefficient loans are placed in Sub B and the efficient loans that they displace are moved into Sub A. Since Sub A replaces \( s_g \) loans with \( t_g \) loans, and Sub B replaces \( t_g \) loans with \( t_b \) loans, so long as the rotation does not change the default probabilities of the two subsidiaries, the institution’s profits change by \( (t_g - s_g) - \frac{1}{2}(1 + \alpha)(t_g - t_b) \) per dollar shifted. Condition (5) implies that such asset rotation is not profitable. Note that (5) is equivalent to \( (1 + \alpha)t_b - s_g \leq s_g - (1 - \alpha)t_g \); i.e., the gain in state 1 from taking \( t_b \) loans rather than \( s_g \) loans must be less than the loss in state 2 from having \( t_g \) loans rather than \( s_g \) loans in Sub A, the default-free subsidiary.
If $S^* \leq T^*$ (efficient high-risk loans outnumber efficient low-risk loans), then rotating as many loans as possible in this fashion ends up filling Sub A with $t_g$ loans and Sub B with a mix of $t_g$ and $t_b$ loans. So long as the $t_b$ loans yield a net profit in state 1—that is, $(1 + \alpha)t_b$ exceeds Sub B's promised debt rate $R_B$—then this makes both subsidiaries default in state 2 only, and the “no plunging” condition (4) is sufficient to rule out this rotation. On the other hand, if $(1 + \alpha)t_b$ is less than $R_B$, Sub B may default all the time; if so, Sub B's debt holders don't get their promised return even in state 1, and the rotation creates additional risk shifting gains in Sub B. In this case, condition (7) is required to rule out rotation.

Condition (6) largely focuses on another type of asset-substitution that we call “flipping,” in which the “safe subsidiary” (Sub A) is filled with high-risk loans, while the “risky subsidiary”(Sub B) is filled with low-risk loans. More specifically, a “flip” begins by swapping loans between Sub A and Sub B, after which any low-risk $s_g$ loans remaining in Sub A are replaced by inefficient high-risk $t_b$ loans. When $S^* \leq T^*$, this is dominated by the asset-rotation strategy already described, but when the inequality is reversed, flipping may be better. Intuitively, when $S^*$ is small, the institution can plunge in both subsidiaries via asset rotation, but when $S^*$ exceeds $T$ this is impossible. In the second case, it may be better to focus all high-risk loans on Sub A so as to maximize net state 1 returns; Sub B is then filled as needed with low-risk loans.8

Proposition 2 can be simplified in several cases. For example, when there are “plenty of bad high-risk loans to go around”—that is, $T^*$ exceeds $S^*$—the bipartite structure unequivocally dominates the unitary structure.

**Corollary 1** (Bipartite v. Unitary structure with many high-risk loans): Suppose that $S^* \leq T$, so that inefficient high-risk loans outnumber efficient low-risk loans. Then, whenever the unitary structure supports efficient investment, the bipartite structure also does so. Moreover, there are parameter values such that the bipartite structure supports efficient investment, whereas the unitary structure does not.

Intuitively, we know from the discussion of condition (4) above that the bipartite structure is more proof against “plunging” than the unitary structure is. When $T^*$ exceeds $S^*$, there are enough bad high-risk loans to completely replace all low-risk ones, so both bipartite and unitary structures allow a total focus on high-risk loans, and the “no plunging” advantage of the bipartite structure is most telling.9

---

8 When $S^*$ is between $T^*$ and $T$, it can be shown that condition (6) only binds when $(1 + \alpha)t_g$ is less than $R_B$, in which case it is the analog of (7), ruling out asset rotations or flips that leave Sub B defaulting all the time.

9 Formally, we know that the “no plunging” condition (4) for a bipartite structure is weaker than the similar condition (3) for a unitary structure. When $T$ exceeds $S^*$, condition (6) or (7) (as appropriate) is also weaker than condition (3), and condition (4) implies that the “no rotation” condition (5) holds.
When $S^*$ exceeds $T$, it is possible that the unitary structure may withstand plunging (so that condition (3) and thus (4) hold), and yet the bipartite structure succumbs to asset rotation. Nevertheless, if condition (5) is imposed, the bipartite structure continues to dominate the unitary structure over a significant range.

**Corollary 2:** Suppose that $S^* > T$, so that efficient low-risk loans outnumber inefficient high-risk loans, and suppose that condition (5) holds, so that asset rotation's marginal effect on the institution's profits is negative. If either (i) $S^* \leq 2T^*$, or (ii) $s_g \leq 3r - 2(1 - a)t_g = R_B + [r - (1 - a)t_g]$, then whenever the unitary structure supports efficient investment, the bipartite structure also does so. Moreover, there are parameter values such that the bipartite structure supports efficient investment, whereas the unitary structure does not.

Recall that when $S^* > T$, asset rotation may be dominated by flipping. The conditions of the corollary require that either (i) efficient low-risk loans are not too numerous, or else (ii) efficient low-risk loans are not too profitable. In these cases, the gains from a flipping strategy are limited; even if they exceed the gains to plunging in the bipartite structure (so that (6) is more binding than (4)), they will not exceed the even greater gains from plunging in a unitary structure.

It follows that there are two sets of circumstances in which a bipartite structure opens the door to exploitative behavior that would not arise under a unitary structure. The first case occurs when efficient low-risk loans outnumber all high-risk loans ($S^* \geq T + T$) and the low-risk loans are fairly profitable. Here, a bipartite structure may open the door to flipping, whereas the unitary structure may be efficient. Of course, if the number or net return of low-risk loans increases sufficiently, exploiting debt holders never pays, and either structure supports efficient investment.

The other case where the unitary structure dominates occurs when efficient low-risk loans outnumber inefficient high-risk loans and condition (5) is violated. In this case, even if the unitary structure is efficient, the bipartite structure succumbs to asset rotation, taking efficient high-risk loans into Sub A and replacing them in Sub B with inefficient high-risk loans. Our next result gives more details.

**Corollary 3:** Suppose that $S^* > T$ and that condition (5) does not hold, so that $t_g - s_g > \frac{1}{2}(1 + a)(t_g - t_b)$. Then:

(i) The bipartite structure does not support efficient investment. Condition (5) is less likely to hold as high-risk loan returns $t_g$ and $t_b$ increase, as low-risk loan returns $s_g$ decrease, and as the risk of high-risk loans ($a$) decreases.

(ii) The unitary structure supports efficient investment if condition (3) holds. Condition (3) requires that

$$T^* < \frac{s_g - r}{s_g - (1 - a)t_b} S^*.$$  

(8)
Condition (8) is more likely to hold as the number $S^*$ and return $s_g$ of efficient low-risk loans increase, as the number of efficient high-risk loans $(T^*)$ decreases, as the risk of high-risk loans $(\alpha)$ decreases, and as investors' required return $r$ decreases.

Part (i) of the corollary follows from Proposition 2 and comparative statics on condition (5). In part (ii), condition (8) implies that rotating $T^*$ of $t_g$ loans into Sub A and $T^*$ of $t_b$ loans into Sub B does not increase Sub A's chance of default. If this were not true, then wholesale plunging in the bipartite structure would be attractive, but this would imply that plunging in the unitary structure would also be attractive, contradicting condition (3). If asset rotation is not to make Sub A default, then there cannot be too many efficient high-risk loans vis-à-vis efficient low-risk loans and low-risk loans' returns cannot be too low.

The upshot is that the bipartite structure is dominated by the unitary structure when "cherry-picking" is possible, whereby the institution selects the best high-risk loans ("cherries") and keeps them in the safer subsidiary, replacing them in its risky subsidiary with inefficient high-risk loans ("lemons"). Since the risky subsidiary already has a significant chance of default, part of the cost of holding these "lemons" is borne by debt holders, mitigating the cost of this strategy (the institution loses $\frac{1}{2}(1 + \alpha)(t_g - t_b)$ rather than $t_g - t_b$).

Looking ahead to the general analysis in Section III, Corollary 3 limits a bipartite structure's ability to support the efficient loan mix: when efficient high-risk loans are more profitable than some efficient low-risk loans, and there are inefficient high-risk loans whose expected return is close to that of the marginal efficient high-risk loans ($t_g - t_b$ relatively small), shifting inefficient loans into Sub B and efficient high-risk loans into Sub A is attractive. Thus, in the continuous setting of Section III, a bipartite structure will have to either limit the size of its safe subsidiary so that only the most attractive low-risk loans are held, or else expand its risky subsidiary to admit some marginal inefficient loans.

If condition (3) does not hold, yet a bipartite structure is not efficient, another possible strategy is to change the size of the unitary structure. Inspection of (3) immediately shows that increasing size above $I^*$ only worsens matters: new loans are either $s_b$ or $t_b$, either of which reduces the institution's state 2 return net of $r$, increasing incentives to plunge. On the other hand, reducing the size of the unitary structure may be useful. For example, a unitary structure of size $T^*$ will only choose efficient loans, although these may consist entirely of high-risk $t_g$ loans.

Summary: Our analysis in this section suggests that a unitary structure works best when the spread in risk between different loan types (here $\alpha$) is relatively small, high-risk loans are relatively few in number, average expected return of efficient loans ($s_g$ or $t_g$) is high relative to the required return $r$, or the average expected return of inefficient loans ($t_b$) is low. When these conditions do not hold, a bipartite structure may do better: the safe subsidiary (Sub A) is better protected from risk shifting than is the unitary structure, because its loans are insulated from the downside of efficient but high-risk loans; also, the
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The debt of the risky subsidiary (Sub B) is already priced to reflect default risk from efficient high-risk loans. This is always true when inefficient high-risk loans are plentiful.

On the other hand, a bipartite structure may create problems. If efficient low-risk loans are sufficiently profitable and numerous, the bipartite structure may succumb to flipping even when a unitary structure supports efficient investment. If efficient low-risk loans are only more numerous than inefficient high-risk loans, the bipartite structure may still be undermined by asset rotation if high-risk loans are sufficiently profitable relative to low-risk loans. In this second case, the critical weakness of a bipartite structure is that the risky subsidiary already defaults with some probability; this reduces the opportunity cost of taking on inefficient high-risk loans into this subsidiary, because some of this cost is borne by debt holders in states of default. As we show in the next section, when there are more risk classes of loans, this weakness means that the more risky subsidiary often engages in some inefficient risk shifting. Nevertheless, by limiting risk shifting to the risky subsidiary, a bipartite structure may still be able to dominate a unitary structure when the latter succumbs to wholesale plunging.

III. Institutional Structure with Continuous Loan Types

We now extend our analysis to continuous distributions of loan types, continuing to work in a two-state environment where both states are equally likely. As just suggested, the intuition from the discrete case continues to hold: when a unitary structure is subject to plunging, a bipartite structure often improves incentives by insulating safer loans from riskier loans and by containing risk shifting to the risky subsidiary; however, when the unitary structure withstands plunging, the bipartite structure may create problems.

As before, a loan’s type is characterized by its payoffs $e_i > 0$ in each state $i$. Let $F(e_1, e_2)$ be the distribution of loans. As in the previous section, we continue to assume that all loans are positively correlated, in the sense that state 2 is always the “bad” state: $e_1 > e_2$ for all loans.

For any subsidiary $A$, we define the “size” (number of loans) of $A$ as $\Phi(A) = \int_A dF(e_1, e_2)$. As with discrete types, the first-best investment rule is to fund all loans for which $\frac{1}{2}(e_1 + e_2) > r$. We denote the set of all such efficient loans as $G^*$; as before, we denote the size $\Phi(G^*)$ of this set as $I^*$.

A subsidiary structure specifies the loans in each subsidiary $A$, together with each subsidiary’s debt face value $R_A$ per unit borrowed. The institution’s payoff from subsidiary $A$ is then

$$\sum_{i=1,2} \frac{1}{2} \max \left\{ 0, \int_A (e_i - R_A) dF(e_1, e_2) \right\},$$

and the total payoff from a subsidiary structure is the sum of the payoffs from each subsidiary.
Again, our analysis focuses on whether a proposed subsidiary structure is incentive compatible, that is, immune to asset substitution. A subsidiary's debt is *fairly priced* if the expected per unit value of the debt is $r$; in other words, if

$$
\sum_{i=1,2} \frac{1}{2} \max \left\{ 0, \int_{A} (e_i - R_A) dF(e_1, e_2) \right\} = \sum_{i=1,2} \frac{1}{2} \int_{A} (e_i - r) dF(e_1, e_2).
$$

The institution's optimization problem is to find the subsidiary structure that maximizes its total payoff subject to the conditions that the structure is incentive compatible and that each subsidiary's debt is fairly priced. We have the following preliminary result:

**Proposition 3:** If all loans are positively correlated, then the institution’s optimization problem is solved by at most two subsidiaries, one of which does not default, the other of which defaults in state 2 only.

While the proof (together with additional technical details) is in the Appendix, the intuition is clear. Suppose we have a fairly priced subsidiary structure with more than two subsidiaries. Since each subsidiary is fairly priced, none can default in state 1, and so the subsidiaries can be divided into two groups: those that default in state 2 (“risky”) and those that never default (“safe”). Consolidate all risky subsidiaries into a single safe subsidiary whose debt face value is the weighted average of the face values of the individual subsidiaries' debt, and do the same for the safe subsidiaries. It follows that the institution's expected payoff is the same as before. Moreover, it can be shown that if the old structure was incentive compatible, so is the new structure.

We next ask whether efficient investment can be supported by a unitary structure of size $I^*$; if so, this clearly solves the institution's maximization problem. Again, we must compare the expected payoff from a fairly priced subsidiary equal to $G^*$ with the payoff from switching to the plunging portfolio of size $I^*, P(I^*)$, where again $P(I^*)$ is the portfolio of size $I^*$ with highest state 1 return; for convenience, we will call it $P^*$. We once more assume that there is some moral hazard, so that $P^*$ is not efficient ($P^* \neq G^*$); this will generally be true when loan types are continuously distributed. We have the following result.

**Proposition 4 (When the unitary structure is efficient):**

(i) A unitary structure supports the efficient portfolio if and only if

$$
\sum_{i=1,2} \frac{1}{2} \int_{G^*} (e_i - r) dF(e_1, e_2) \geq \frac{1}{2} \int_{P^*} (e_1 - r) dF(e_1, e_2),
$$

$^{10} P^*$ being inefficient is equivalent to $P^*$ containing a set $Z$ of size $\Phi(Z) > 0$ such that, for all loans in $Z$, $\frac{1}{2}(e_1 + e_2) < r$. 

or equivalently

\[ \int_{G^*} (e_2 - r) dF(e_1, e_2) \geq \int_{P^* \setminus G^*} e_1 dF(e_1, e_2) - \int_{G^* \setminus P^*} e_1 dF(e_1, e_2), \quad (12) \]

where \( P^* \setminus G^* \) means "the set of loans that are in \( P^* \) but not \( G^* \)," and similarly for \( G^* \setminus P^* \).

(ii) If average state 2 returns for the efficient portfolio \( G^* \) are less than the required return \( r \), a unitary structure cannot support efficient investment.

(iii) The unitary structure is more likely to support efficient investment as efficient loans have higher average state 2 return, as inefficient loans in \( P^* \) (loans in \( P^* \setminus G^* \)) have lower average state 1 return, and as the marginal "safer" efficient loans (those in \( G^* \setminus P^* \)) have higher average state 1 return.

The intuition here follows that in Proposition 1. In condition (12), the LHS is the state 2 return of the efficient portfolio less investors' required return \( r \); the RHS is the increase in upside (state 1 return) from replacing efficient loans that have low state 1 returns (those in \( G^* \setminus P^* \)) with inefficient loans that have high state 1 returns (those in \( P^* \setminus G^* \)). Plunging is not attractive when the increase in upside from such substitution is less than the loss of state 2 income. Note that if the efficient unitary structure would default in state 2, there is no state 2 income to lose, so (12) cannot hold and the unitary structure succumbs to plunging.11

Suppose a unitary structure does in fact succumb to plunging. Can a bipartite structure do better? In order to answer this question, we must first examine the restrictions that incentive compatibility imposes on such structures when loan types are continuous. The following definition is useful in this regard.

**DEFINITION 2:** Suppose that \( e_1 \geq e_2 \) for all loans. A basic configuration is a bipartite structure that can be characterized by two numbers, \( r_1 \) and \( r_2 \). It consists of a "safe" subsidiary ("A") containing all loans that have state 2 return greater than \( r_2 \) and expected return greater than \( (r_1 + r_2)/2 \), and a "risky" subsidiary ("B") containing all loans that have state 2 return less than \( r_2 \) and state 1 return greater than \( r_1 \).

In other words, the safe subsidiary takes loans whose expected return is above some standard and whose return in the bad state (state 2) is above some minimum, whereas the risky subsidiary takes loans with sufficient downside (return below some maximum in state 2) and upside (return above some minimum in state 1). Figure 2 gives an example of a basic configuration when

---

11 The efficient loans with low state 1 returns (those in \( G^* \setminus P^* \)) are analogous to the "s_{g}" loans of Section II, and the inefficient loans with high state 1 returns (those in \( P^* \setminus G^* \)) are analogous to the "t_{b}" loans of that section. The analogy is in fact complete: loans in \( G^* \setminus P^* \) have higher expected returns and are less risky (in the sense of second-order stochastic dominance) than those in \( P^* \setminus G^* \). With this analogy in mind, the intuition for the results in Proposition 4(iii) follows immediately from that in Proposition 1(iii).
The parameters that govern the size of the efficient set and of the two subsidiaries are given in Example 1 in the text.

the pool of loans is \( \{(e_1, e_2) \mid 0 \leq e_1, e_2 \leq 2, e_1 \geq e_2\} \) and the required return \( r \) equals 1.

**PROPOSITION 5** (Incentive compatible bipartite structures): If a bipartite structure is incentive compatible, then it has a basic configuration \((r_1, r_2)\) such that the safer subsidiary never defaults and the riskier subsidiary defaults in state 2 but not in state 1.

If these requirements were not satisfied, then it would be possible on the margin to switch some loans around (either replacing loans in one subsidiary with other loans and/or switching loans between subsidiaries) in such a way as to increase the expected profits of the institution without changing the overall default characteristics of either subsidiary. We call such a switch a “micro switch.” The proposition provides necessary and sufficient conditions for there to be no micro switch that is preferred to the proposed structure.

It follows that a bipartite structure generally does not attain the efficient investment portfolio \( G^* \). This can be seen from Figure 2: unless the distribution
of loan types has some very convenient holes in its support, either the risky subsidiary will contain some inefficient loans, or some efficient loans will not be in either subsidiary, or both. This bears out the claim at the end of Section II: because the risky subsidiary takes all loans whose upside (state 1 return) is over a certain hurdle rate $r_1$, some inefficient loans with very high risk (low state 2 return but high state 1 return) are taken at the expense of efficient loans with somewhat lower risk. (In Figure 2, these efficient loans are “northeast” of the efficient set boundary, but have state 1 return below $r_1$.)

The “cherry-picking” asset rotation described in Corollary 3 is in fact a type of microswitch. When \( t_g - s_g > \frac{1}{2}(1 + c)(t_g - t_b) \), this switch is profitable, and the bipartite structure does not support efficient investment; there is no basic configuration that can simultaneously include $s_g$ in the safe subsidiary and $t_g$ in the risky subsidiary while excluding $t_b$ from the risky subsidiary, so some “cherry-picking” or risk shifting in the riskier subsidiary cannot be prevented.

Note that a unitary structure can be thought of as a limiting form of a basic configuration. Thus, Proposition 5 also gives some insight into incentive compatible structures for unitary portfolios. Either $r_2 = 0$, in which case the structure takes all loans with expected return above some $r_1/2$, or else $r_2 = \infty$, in which case the structure takes all loans with state 1 return above some $r_1$. In other words, incentive-compatible unitary portfolios must either be efficient for their size (take all loans above some “hurdle rate” expected return) or else plunge (maximize state 1 return).

Nevertheless, although all incentive compatible structures are basic configurations, the converse is not true; the institution may be tempted to engage in loan switches that change the risk of one or both subsidiaries. We call such switches “macro switches.” In the case of the unitary structure, the relevant macro switch is the substitution of the plunging portfolio $P^*$ for the efficient portfolio $G^*$.

Suppose that we have a proposed bipartite structure, where, as in Section II, $A$ is the “safe” subsidiary and $B$ is the “risky” subsidiary. Let $\Phi(A) = S$, $\Phi(B) = T$, and $S + T = I$. As in Section II, the main macro switch that needs to be considered is that in which $P(I)$, the plunging portfolio of size $I$, is selected and allocated across the two subsidiaries. The other switch that may need to be considered is the “basic configuration” that has safe subsidiary with size $T$ and risky subsidiary with size $S$; that is, the roles of the two subsidiaries are switched, analogous to “flipping” in Section II.12

Without imposing further restrictions on the distribution of loan types, the general conditions for a bipartite structure to dominate a unitary structure are complex. The intuition, however, follows that from Section II. A bipartite structure is generally more resistant to “total” plunging (choosing $P(I)$) than is the unitary structure. Again, the bipartite structure segregates safer loans from riskier ones, making risk shifting in the safe subsidiary less attractive. Meanwhile, the risky subsidiary already pays a higher rate, compensating

---

12 If a macro switch that makes both Sub A and Sub B default-free dominates plunging, then a unitary structure of size $I$ is incentive compatible and preferable to the bipartite structure.
investors for some risk shifting. The downside to the bipartite structure is that, as previously discussed, it generally implies that there will be some inefficiency.

The upshot is that, from an efficiency point of view, the risky subsidiary should be as small as possible subject to incentive compatibility; however, incentive compatibility will require that the risky subsidiary be large enough to discourage plunging. The following numerical examples illustrate these ideas.

**Example 1:** Suppose the required return is 1, and the pool of loans is distributed uniformly over \( W = \{(e_1, e_2) | 0 \leq e_1, e_2 \leq 2, e_1 \geq e_2\} \); for simplicity, we set the density equal to 1, so that \( \Phi(W) = 2 \). As illustrated in Figure 2, the efficient set is the triangle \( G^\ast \) including all loans with expected return greater than 1, which has size 1. Nevertheless, a fairly priced unitary portfolio of \( G^\ast \) is not incentive compatible: although this portfolio does not default in either state, it produces expected profit 0.333, whereas if the institution plunges and takes all loans with state 1 return above \( \sqrt{2} \), it earns expected profit 0.362, which is 8.6% greater.

As the size of the unitary portfolio is reduced below 1, incentives to plunge decrease. At a size of 0.853 (taking all loans with expected returns greater than 1.076), the institution earns expected profit 0.328 and is indifferent to plunging, and for smaller portfolios (higher hurdle rates) it strictly prefers not to plunge. Moreover, equilibrium profits for larger unitary portfolios (given that investors will expect that the institution will plunge) are lower than 0.328. Thus, the unitary portfolio of size 0.853 is the optimal unitary portfolio.

Nevertheless, this unitary structure is not optimal: there are bipartite structures of total size 1 that are incentive compatible and produce higher profits. Of these, the best sets \( r_1 = 1.754 \) and \( r_2 = 0.286 \), which results in safe subsidiary \( A \) with size \( \Phi(A) = 0.930 \) and risky subsidiary \( B \) with size \( \Phi(B) = 0.070 \); total expected profits are 0.332, or 1.2% higher than the expected profit from the best unitary structure.

Although this example suggests that the risky subsidiary \( B \) is small, in general this will depend on the precise distribution of loan types. In particular, if there is a large concentration of very risky loans—those with very low state 2 returns but moderate to high state 1 returns—incentive compatibility may require that the risky subsidiary be very large indeed. So long as there is some concentration of relatively profitable low-risk loans, however, it will be better to adapt a bipartite structure rather than a (small) unitary one. The next example illustrates these ideas.

**Example 2:** Suppose the required return is 1, and the pool of loans is distributed uniformly over \( W = \{(e_1, e_2) | 0 \leq e_1 \leq 2, e_1 \geq e_2, e_1 + e_2 < 2.5\} \) with density equal to 2. This corresponds to removing all loans with expected return greater than 1.25 from the previous example and doubling the density. As illustrated in Figure 3, the efficient set is the trapezoid \( G^\ast \) including all loans with expected return greater than 1, which has size 0.875. If \( G^\ast \) were incentive compatible, it would produce expected profit of 0.104. Nevertheless, in this case, any
size unitary portfolio succumbs to plunging; there are too many high-risk loans and not enough highly profitable low-risk loans to deter plunging. Among plunging unitary portfolios, the optimal one is \( P = \{(e_1, e_2) | (e_1, e_2) \in W, e_1 \geq 1.5\} \), which has size 0.750 and earns expected profit of 0.0416.

Once again, matters can be improved by choosing a bipartite structure. Among structures with total size 0.875, the best sets \( r_1 = 1.459 \) and \( r_2 = 0.950 \), resulting in safe subsidiary \( A \) with size \( \Phi(A) = 0.050 \) and risky subsidiary \( B \) with size \( \Phi(B) = 0.825 \); total expected profits are 0.0508, which is 22.1% higher than the expected profit produced by the best unitary structure. Even though subsidiary \( A \) is small relative to subsidiary \( B \), by credibly taking in relatively profitable low-risk loans that a unitary (plunging) structure would miss entirely, it dramatically increases overall profits.

IV. Extensions: Loan Monitoring and Screening

Thus far, we have assumed that the institution freely observes a loan’s key characteristics but cannot affect those characteristics through its own actions. As noted in the introduction, however, the delegated monitoring model of intermediation emphasizes that the institution engages in costly screening or
monitoring of loans on behalf of less-informed investors. We now show that the results of the previous two sections can be reinterpreted as an example of costly monitoring. We then discuss how similar logic can be used to reinterpret the model as one of costly screening, and how the model can be further generalized.

Until now, we have assumed that the return of a given loan is exogenous, but in reality, many loans give institutions control rights that can be used to improve returns. For example, loans and other private debt can be restructured or called when a borrower’s situation deteriorates, limiting the downside to the lender. To get the value out of these control rights, the institution must monitor the situation and then act appropriately. To the extent that monitoring aims at avoiding or ameliorating bad outcomes, the highly levered institutions that are the focus of our paper may underinvest in monitoring. Essentially, borrowers are more likely to be in trouble when their sector or the economy as a whole is in trouble, so (ex post) monitoring is most valuable in bad states of the world. If in good states of the world the cost of monitoring outweighs its benefit, the institution may engage in risk shifting by not monitoring: it saves the cost in good states and defaults in bad states, leaving losses to debt holders (see Winton (2000) for detailed analysis).

Our model is easily adapted to such endogenous loan risk. Returning to the notation of Section II, suppose that both $s_g$ and $t_g$ loans benefit from monitoring: if they are monitored, their returns (net of costs) are as given in Section II, and they are efficient; if they are not monitored, they become $t_b$ loans. Thus, monitoring $s_g$ loans actually worsens returns in state 1 (due to the cost of monitoring loans that prove to be healthy anyway), but helps returns in state 2 (the institution intercepts problems before they become severe). By contrast, in this example, monitoring $t_g$ loans improves net returns in both states of the world; intuitively, some high-risk borrowers get in trouble even in good economic times, so monitoring has value even then.

All propositions from Section II now hold exactly with the additional assumption that $T \geq S^* + T^*$. (Note that investors will never lend more than $S^* + T^*$ to the institution, since this is the number of efficient loans.) It follows that we are always in the case where Corollary 1 applies: A bipartite structure is always at least as good as a unitary structure. Intuitively, in this example, the institution has incentive to engage in risk shifting by not monitoring $s_g$ loans. By insulating $s_g$ loans from $t_g$ loans and in particular the downside of $t_g$ loans in state 2, a bipartite structure improves incentives to monitor the $s_g$ loans.

Thus, our analysis easily extends to the case where the institution’s role is that of a delegated monitor. In this case, the loans that should be segregated into a “risky subsidiary” are loans that are risky despite monitoring, but which benefit from monitoring even in relatively good times. Examples include many types of finance company loans, as well as loans that have been classified as “problem loans,” so that their outcomes are already in doubt. As discussed in Section VI below, such loans are in fact often segregated from the rest of the institution.

With a slight change, our analysis in Section II can also be interpreted as one of costly loan screening. Briefly, suppose that, if the institution pays a
screening cost, it observes loan types and subtypes. Thus, if the institution does screen, analysis proceeds precisely as in Section II; contingent on screening, the same circumstances govern whether a bipartite structure dominates a unitary structure, etc. If the institution does not screen, it gets a random mix of loans, which by definition includes some that are inefficient. If a bipartite structure strictly dominates a unitary structure conditional on screening, it is also more likely to encourage screening.

In the above discussion, we have tailored our examples to make them as close as possible to the analysis of Section II. It is clear, however, that the underlying principles hold more generally: Separate subsidiaries can be a way of encouraging targeted monitoring and screening.

V. Additional Considerations

As noted in the introduction, for tractability, our model has imposed several strong assumptions: The institution is entirely financed with debt, these debt holders know the characteristics of the institution’s loan pool but cannot observe the institution’s choices, and there are only two states of the world. Since real financial institutions do have equity capital, produce financial reports that on a regular basis reveal some information on loan composition, and operate in a world with many possible outcomes, we now discuss the impact of weakening these assumptions.

Equity capital: Because equity is junior to debt, it absorbs losses first. Thus, substituting equity capital for debt finance reduces a firm’s risk shifting incentives. Nevertheless, as we have already discussed, equity capital has a number of costs relative to debt finance, so all else equal, an institution would like to use the smallest amount of equity consistent with achieving efficient investment. We now show that choosing subsidiary structure so as to reduce risk shifting incentives allows an institution to economize on costly equity finance.

We return to the setting of Section II, with discrete loan types. Denote by \( k \) the fraction of the institution’s holdings that it chooses to finance via costly equity. If the institution uses a unitary structure, then the institution prefers efficient investment over plunging if and only if

\[
T^*[\alpha t_g - r] + S^* (s_g - r) + k(S^* + T^*)r > x[(1 + \alpha t_b - s_g].
\] (13)

At \( k \) equal to zero, condition (13) is equivalent to condition (3). Since the left side of (13) is increasing in \( k \) while the right side is constant, greater equity capital reduces the likelihood of risk shifting.

First, suppose that condition (3) does not hold—that is, without equity capital, the institution would prefer to plunge under a unitary structure. One can show that, for any capital ratio \( k \), conditions similar to those in Proposition 2 and Corollary 1 determine when a bipartite structure dominates or is dominated by

13 It is also possible that, if the institution does not screen, adverse selection a la Stiglitz and Weiss (1981) leads \( s_g \) borrowers to drop out of the market. This would make the institution's mix of loans riskier, increasing the attractiveness of risk shifting by not screening.
a unitary structure. It follows that there are circumstances where a bipartite structure with capital ratio \( k \) in each subsidiary achieves efficient investment, whereas a unitary structure with the same capital ratio would not. In this case, a bipartite institution could reduce its capital in the safer subsidiary (Sub A) while maintaining efficiency, whereas the unitary institution would have to increase capital to achieve efficiency. Thus, the bipartite structure can allow the institution to economize on costly equity capital.

Of course, there are circumstances where the unitary structure achieves efficiency, whereas the bipartite structure does not. Also, with more loan types, a bipartite structure generally will not achieve the first best. Nevertheless, because equity capital is expensive, allowing a limited amount of risk shifting in the risky subsidiary and having a lower overall capital level can dominate having a unitary structure with sufficient capital to rule out plunging.

**Better investor information on loan choices:** As discussed in Section I, investors usually do get some information about an institution's loan composition and quality, but with a lag, and with some remaining uncertainty over the quality and risk of the loans of a given class. To the extent the institution's debt holders can act on this information—either by demanding a short maturity or specific covenants on the debt—they can reduce the institution's scope for exploiting them through risk shifting.

Nevertheless, our model remains relevant for the reasons discussed in Section I. Although it is relatively easy to report broad classes of assets (corporate bonds, government bonds, commercial loans, consumer loans), it is difficult for investors to verify the precise breakdown and risk of the loans themselves until after losses (if any) are realized. This is partly because of the complexity of the institution's loan portfolio and partly because the risk of these loans is affected by the institution's screening and monitoring efforts, which are difficult to observe ex ante.

Furthermore, even if investors imposed highly detailed covenants governing the minutiae of the institution's loan choice and decisions, such covenants would be extremely cumbersome and hard to enforce. Again, one of the functions of financial intermediaries is to use superior skills in choosing which loans to make and how to monitor them. Any legal algorithm built into a debt contract is likely to be imperfect at best, become obsolescent as circumstances change, and be difficult to renegotiate when there are many diffuse debt holders. At best, under the detailed covenant approach, diffuse debt holders would abandon the benefits of delegated monitoring. By steering the institution's incentives in the right direction, an appropriate choice of subsidiary structure may well be a cheaper and less onerous means of preventing investor exploitation.

**Incomplete information on the institution's choice set:** We assume that investors know the features of the institution's choice set: the population frequency of loans of varying types and the effect of screening or monitoring on loan returns. In reality, this information is only known imperfectly. For example,
the distribution of risk types in loan pool is probably random. Thus, any
structure—unitary or bipartite—will with positive probability either leave some
efficient loans unfunded or fund some inefficient loans. This does not change
the basic intuition of our results. Of course, in the limit, if the relative numbers
of safer and riskier loans were too uncertain, investors could not be sure that a
“safer” subsidiary of any significant size could in fact be made safe, ruling out
significant gains from a bipartite structure.\footnote{We should also emphasize that what is most critical for our results is not that investors know
the proportion of loans that are good lending opportunities, but rather their absolute number. This
can be seen from Corollary 1, which shows that the dominance of the bipartite structure holds as
the relative proportion of bad opportunities increases without limit.}

Our discussion of the relative precision of investor’s information leads to
predictions about when and where our model applies. For an economy in which
investors have very limited information about loan types and risks, bipartite
structures will not add value for the reasons just given. As this information
becomes more and more precise, our results will apply with more and more
force.

\textit{More than two states of the world:} Our analysis has focused on a two-state
example, with the further restriction that one state (state 2) is worse for all
loans. Suppose we generalize to the case of \( n \) states of the world, with the
proviso that, for all \( i \in \{1, \ldots, n-1\} \), all loans have weakly higher returns in
state \( i \) than in state \( i + 1 \). In other words, we continue to assume that, regardless
of the group of loans being focused on, states can unambiguously be ranked from
“best” to “worst.” It is easy to show that an optimal subsidiary structure will
have at most \( n \) subsidiaries: one that never defaults, one that only defaults in
state \( n \), etc.

In practice, such an “\( n \)-partite” structure will be rather unwieldy, requiring
ever more precise information about the distribution of loans that default in
each group of states, and also requiring a host of “no-flipping” incentive com-
patibility conditions. Moreover, given fixed costs of setting up and maintaining
each subsidiary, so fine-tuned a structure is unlikely to be optimal.

By contrast, unitary and bipartite structures are still relatively easy to spec-
ify: a unitary structure targets all efficient loans, whereas a bipartite structure
merely divides efficient loans into a safer group and a riskier group. The critical
tradeoffs between these two structures are unchanged. By isolating safer loans
from riskier ones, a bipartite structure still reduces risk shifting incentives in
the “safer” subsidiary. The price is that the riskier subsidiary is prone to risk
shifting, but the scope of this is limited by the size of the riskier subsidiary. Thus,
if the unitary structure does not prevent risk shifting, the bipartite structure
will generally be more efficient. Again, this will be more likely as the number
of riskier loans is higher, as the downside of efficient risky loans is greater, and
as expected profits on efficient loans are lower.\footnote{Having more than two states also creates a richer interaction between subsidiary structure
and equity capital. By reducing the capital needed in the safer subsidiary, a bipartite structure
allows more capital to be injected into the riskier subsidiary, reducing the set of states in which it
defaults and thus making risk shifting in that subsidiary less attractive.}
Diversifiable portfolio risk: We have assumed that risk is undiversifiable. Even if some risk can be diversified away, our results continue to hold so long as some risk is undiversifiable: It may be useful to segregate loans with more exposure to this risk from loans with less exposure to this risk.

Our model can be extended to analyze an institution’s decision to hold more or less diversified portfolios. Consider the case where, as in our analysis, there are two states of the world, but now some loans do worse in state 1 rather than state 2. In principle, the institution can dramatically reduce its risk by holding loans with “state 1 exposure” and loans with “state 2 exposure” in a unitary portfolio. Nevertheless, if the institution’s choice of loans is not observable, investors will be concerned that the institution might raise funds and then plunge its portfolio towards one state or the other. The institution’s incentive to do so is higher when there are more loans with very high exposure to one state or the other.

It is easy to show that, when plunging incentives are high, the efficient subsidiary structure is now “tripartite,” consisting of a risky subsidiary that defaults in state 1, a risky subsidiary that defaults in state 2, and a subsidiary that holds only relatively safe loans (i.e., those with little downside in either state) and never defaults. In this case, the institution’s diversified portfolio does not consist of the riskiest loans—even though at first glance these loans would seem to offer the biggest gains to diversification.17

VI. Applications

We began this paper with two examples, bank holding companies that have separate commercial bank and finance company subsidiaries and good bank/bad bank restructurings. In this section, we discuss the relationship between our results and these two examples in more detail. We also discuss the extent to which our results may help motivate other institutional arrangements.

Let us recall the main predictions of our model. First, an efficient bipartite structure requires that the risk of the two subsidiaries be significantly different. Second, a bipartite structure is more likely to be preferred to a unitary structure as the potential downside of efficient riskier loans is larger relative to the institution’s overall size. It follows that, all else equal, the bipartite structure is more likely to be preferred as the amount of riskier loans or their risk per dollar is higher. Third, the bipartite structure is more likely to be preferred as expected profit margins on efficient loans decrease. To the extent increased competition erodes the institution’s potential profits on loans, increased competition encourages a bipartite structure. Fourth, an increase in the profitability of riskier loans relative to safer loans heightens the risk that a bipartite structure will induce “cherry-picking,” particularly if riskier loans are a small part of the institution’s asset base (Corollary 3).

17 Unlike our existing model, these results on diversification do not apply to monitoring or screening of loans, but only to choice of loan concentrations. As such, we would expect that they apply most forcefully to less-developed financial markets, where it is more difficult for investors to identify broad groupings of an institution’s loan portfolio in a timely manner. For further analysis, see Kahn and Winton (2001).
A. Commercial Banks and Finance Companies

Although both commercial banks and finance companies lend to individuals and firms that have limited access to public securities markets, there are some critical differences between the two. Finance companies tend to lend to riskier borrowers than commercial banks; see Carey, Post, and Sharpe (1998). Finance companies are largely funded with publicly issued debt, whereas banks largely rely on deposits.

Both in the United States and elsewhere, it is common for bank holding companies to have finance company subsidiaries. For years, bank-owned subsidiaries have included some of the largest U.S. finance companies, and there is evidence that bank ownership of these firms has increased during the past decade (Remolona and Wulfekuhler (1992), Kraus and Cacace (1996), Tempkin (2001), Mandaro (2003)). In Thailand before its 1997 financial crisis, roughly two-thirds of the 91 finance companies were owned by or affiliated with banks. In Thailand before its 1997 financial crisis, roughly two-thirds of the 91 finance companies were owned by or affiliated with banks. In Thailand before its 1997 financial crisis, roughly two-thirds of the 91 finance companies were owned by or affiliated with banks. In Thailand before its 1997 financial crisis, roughly two-thirds of the 91 finance companies were owned by or affiliated with banks.20

What is particularly interesting is that, in a number of prominent cases, all or most of the finance company's debt has no recourse to the parent holding company. The use of separate subsidiaries might be justified by appealing to different management styles that are best housed in separate divisions. Nevertheless, this does not justify funding these subsidiaries separately without recourse from the riskier subsidiary to the parent. Our model suggests an explanation: If the "finance company loans" are sufficiently numerous and risky, funding them jointly with the "bank loans" could lead to risk shifting (via asset choice, poor screening, or poor monitoring) throughout the institution. In this case, separating the bank and the finance company reduces risk shifting incentives, thereby reducing the need for costly equity capital.

Our model predicts that when finance companies are held as separate subsidiaries, the finance subsidiary's loans will be riskier than those of the bank subsidiary and will have total risk that is a significant fraction of the company's overall risk. Moreover, the finance company's debt should be riskier than that of the commercial bank.

Anecdotal evidence is consistent with these predictions. In 1995, the two largest finance companies owned by U.S. banks were Norwest Financial Group, owned by Norwest Corp, and NationsCredit Corp, owned by NationsBank Corp

18 Indeed, Carey et al. find that commercial finance company borrowers differ from bank borrowers mainly in terms of risk rather than size or other measures of informational asymmetries.
19 Although some finance companies get loans from their parent company, Dynan, Johnson, and Slowinski (2002) find that, in 2000, this source only accounted for 7.6% of all finance company funding.
20 We are grateful to Thomas Glaessner and Stijn Claessens for this information (see also Leightner (2002)).
21 In addition to the Norwest/Wells Fargo Financial example discussed below, prominent examples from the 1990s include Australian Guarantee Corporation (subsidiary of WestPac, one of the four largest Australian banks) and the finance company affiliates of the Thai commercial banks. Australian Guarantee relied largely on nonrecourse debt secured by its own assets; the Thai finance companies relied heavily on short-term promissory notes issued to public investors.
Table I


This table reports total year-end assets for Norwest Corp and its finance subsidiary Norwest Financial, and for NationsBank and its finance subsidiary NationsCredit. Parent asset totals are taken from company 10-Ks; finance subsidiary asset totals are from the American Banker. All amounts are in millions of dollars. “Sub as % Parent” shows the subsidiary’s assets as a percentage of its parent’s assets. “N/A” means data not available.

<table>
<thead>
<tr>
<th>Year</th>
<th>Norwest Corp</th>
<th>Norwest Financial</th>
<th>Sub as % of Parent</th>
<th>Nations-Bank</th>
<th>Nations-Credit</th>
<th>Sub as % of Parent</th>
</tr>
</thead>
<tbody>
<tr>
<td>1991</td>
<td>45,974</td>
<td>4,169</td>
<td>9.1%</td>
<td>110,319</td>
<td>N/Aa</td>
<td>N/A</td>
</tr>
<tr>
<td>1992</td>
<td>50,037</td>
<td>4,829</td>
<td>9.7%</td>
<td>118,059</td>
<td>N/Aa</td>
<td>N/A</td>
</tr>
<tr>
<td>1993</td>
<td>54,665</td>
<td>5,293</td>
<td>9.7%</td>
<td>157,686</td>
<td>3,581</td>
<td>2.3%</td>
</tr>
<tr>
<td>1994</td>
<td>59,316</td>
<td>6,177</td>
<td>10.4%</td>
<td>169,604</td>
<td>4,177</td>
<td>2.5%</td>
</tr>
<tr>
<td>1995</td>
<td>72,134</td>
<td>8,551</td>
<td>11.9%</td>
<td>187,298</td>
<td>8,331</td>
<td>4.4%</td>
</tr>
</tbody>
</table>

aLess than $1 billion in total assets.

(see Table I). Nevertheless, although the two finance subsidiaries were similar in size ($8.6 and $8.3 billion in assets, respectively) and focus (both largely making consumer loans), only NationsCredit’s debt had recourse to its parent. Consistent with our model, NationsCredit’s assets were a much smaller fraction of its parents’ than were Norwest Financial’s—4.4% as opposed to 11.9%. Nor was this difference in relative exposure a new situation; although both finance subsidiaries grew faster than their parents during 1991 to 1995, Norwest Financial’s assets never comprised less than 9% of its parent’s assets, whereas NationCredit’s assets initially comprised less than 1% of its parent’s assets.

Table II shows that, consistent with our model’s predictions for bipartite structures, the consumer loans of Norwest Financial were significantly riskier than those of Norwest Corp’s commercial banking subsidiaries.22 Further evidence comes from the aftermath of Norwest’s 1998 merger with Wells Fargo, an institution without a significant finance subsidiary. As can be seen from the average balances given in Table II, this dramatically reduced the relative risk posed by the newly renamed Wells Fargo Financial subsidiary to the rest of the corporation. In October 2002, Wells Fargo & Company announced that it would henceforth unconditionally guarantee the debt of Wells Fargo Financial, effectively moving to a unitary structure.23

22 Separate credit losses for NationsCredit in 1995 are not available, but industry articles suggest that they were roughly similar to other finance companies.

23 Along similar lines, a LexisNexis search for the period from 1998 to 2003 revealed two cases where U.S. bank holding companies dissolved finance company subsidiaries by merging their assets into their commercial bank subsidiaries: Charter One Financial and First National Corporation of South Carolina, both in 2002. In Charter One’s case, the banking units had grown more rapidly through acquisitions, making the finance subsidiary relatively smaller: only $1 billion out of $38 billion assets in total. Also, Charter One’s subsidiary specialized in “near-prime” mortgage
Table II
Consumer Loan Balances and Writeoffs at Norwest Corp, 1991–2001
This table shows average consumer loans outstanding and annual net writeoffs for bad consumer loans at Norwest Corp’s finance subsidiary, Norwest Financial, and at Norwest Corp’s commercial banking subsidiaries (“Norwest Banking”). Norwest Financial figures include Island Finance, a nonconsolidated subsidiary acquired in 1995. Information is taken from the 10Ks for Norwest Corp and for Norwest Financial. All amounts are shown in millions of dollars. “Percent writeoffs” shows annual net writeoffs as a percentage of average consumer loans outstanding.

<table>
<thead>
<tr>
<th>Year</th>
<th>Norwest Financial</th>
<th></th>
<th></th>
<th>Norwest Banking</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average Balance</td>
<td>Net Writeoffs</td>
<td>Percent Writeoffs</td>
<td>Average Balance</td>
<td>Net Writeoffs</td>
<td>Percent Writeoffs</td>
</tr>
<tr>
<td>1991</td>
<td>2,691</td>
<td>72.4</td>
<td>2.69%</td>
<td>4,164</td>
<td>62.2</td>
<td>1.49%</td>
</tr>
<tr>
<td>1992</td>
<td>2,975</td>
<td>70.5</td>
<td>2.37%</td>
<td>3,774</td>
<td>51.4</td>
<td>1.36%</td>
</tr>
<tr>
<td>1993</td>
<td>3,631</td>
<td>87.5</td>
<td>2.41%</td>
<td>3,784</td>
<td>50.1</td>
<td>1.32%</td>
</tr>
<tr>
<td>1994</td>
<td>4,121</td>
<td>92.3</td>
<td>2.24%</td>
<td>5,377</td>
<td>79.3</td>
<td>1.47%</td>
</tr>
<tr>
<td>1995</td>
<td>5,631</td>
<td>152.7</td>
<td>2.76%</td>
<td>6,163</td>
<td>136.4</td>
<td>2.21%</td>
</tr>
<tr>
<td>1996</td>
<td>6,518</td>
<td>231.4</td>
<td>3.55%</td>
<td>5,448</td>
<td>113.8</td>
<td>2.09%</td>
</tr>
<tr>
<td>1997</td>
<td>7,111</td>
<td>275.2</td>
<td>3.87%</td>
<td>5,161</td>
<td>155.3</td>
<td>3.01%</td>
</tr>
<tr>
<td>1998</td>
<td>8,058</td>
<td>598.0</td>
<td>7.42%</td>
<td>23,995</td>
<td>798.0</td>
<td>3.33%</td>
</tr>
<tr>
<td>1999</td>
<td>8,682</td>
<td>261.3</td>
<td>3.01%</td>
<td>28,221</td>
<td>452.7</td>
<td>1.60%</td>
</tr>
<tr>
<td>2000</td>
<td>9,710</td>
<td>322.4</td>
<td>3.32%</td>
<td>33,273</td>
<td>435.6</td>
<td>1.31%</td>
</tr>
<tr>
<td>2001</td>
<td>11,424</td>
<td>463.8</td>
<td>4.06%</td>
<td>39,537</td>
<td>520.2</td>
<td>1.32%</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td>3.43%</td>
<td></td>
<td></td>
<td>1.87%</td>
</tr>
<tr>
<td>Std. dev</td>
<td></td>
<td></td>
<td>1.46%</td>
<td></td>
<td></td>
<td>0.72%</td>
</tr>
</tbody>
</table>

Our model leads to several additional predictions. First, an increase in competition for loans should reduce expected profits, thus increasing risk shifting incentives and making a bipartite structure more attractive. Thus, the increase in competition among banks over the last few decades should coincide with an increase in the number of bank-owned finance companies. Second, if consolidation increases the size and diversification of the commercial bank’s lending operations, the relative risk of finance company operations should shrink, making a unitary structure more attractive. The wave of bank consolidation that took place in the 1990s offers a possible test for this prediction.

B. “Good Bank/Bad Bank” Restructurings

“Good bank/bad bank” restructurings are often used when a bank suffers high credit losses. Typically, existing bad loans are written down and then spun off into a separate entity. As noted in the introduction, the puzzle is this: Why is the separate entity often a subsidiary of the original bank’s holding company? loans; these are the highest type of subprime loan, made to consumers with nearly perfect credit histories, which makes them relatively low risk by finance company standards. The combination of low risk per loan and small size are consistent with choosing a unitary structure. First National’s unit shows a similar pattern (see PR Newswire (2000, 2002), Business Wire (2002), and Thompson (2002)).
If the goal is simply to force banks to write down loans to some semblance of fair value (perhaps in exchange for government capital infusions), why put them in a separate subsidiary? If the goal is to remove the loans from the bank's management, why put them in a new subsidiary rather than an independent entity?

Our model suggests an incentive explanation. Even when written down to estimated fair value, recoveries on bad loans are highly uncertain, making these loans' returns much more sensitive to economic conditions than returns on loans to healthy firms. Moreover, bad loans will generally be around for some time as they are renegotiated or slowly liquidated. If the bad loans are not removed from the bank, their potential downside after write-offs could still be quite large relative to the bank's capital base and expected profits on good, safer loans, undermining the bank's incentive to screen and monitor the good loans.

This explains why there may be gains to putting the bad loans in a separate entity, but it does not explain why the new entity should be owned by the bank's owners. The motive for this part of the arrangement lies in the bank's private information about these loans. If the bank's existing relationship with the borrowers gives it private information that is useful in getting the most out of the loans, then keeping the loans under the same management preserves this information.

Mellon's creation of Grant Street National Bank in the summer and fall of 1988 is a good example of this arrangement. At the time, Mellon's assets totaled $31.2 billion; in creating Grant Street, Mellon wrote down $1.4 billion of problem loans to $640 million, and then sold them to Grant Street at that price. Grant Street issued $225 million of BBB-rated senior notes at a 10.25% rate and $288 million in B-rated junior notes at a 14.25% rate. Mellon then injected the remaining $127 million needed in return for a mix of common stock, which was given to Mellon's shareholders as a special dividend, and preferred stock, which Mellon retained. Mellon also contracted to manage the loans for Grant Street. As one would expect, the restructuring improved the credit risk of Mellon (the "good bank"): Moody's rating of Mellon's wholesale deposits went from A3 to A2. In the event, Grant Street performed quite well, paying off its debt sooner than expected, retiring all of Mellon's preferred shares, and paying out money to common shareholders as well.

The government's Resolution Trust Corporation used similar structures in resolving the thrift crisis of the late 1980s, separating failed institutions into good and bad banks and then selling the pieces off separately to private investors. Several private attempts to create these structures during 1989 through the early 1990s were prevented by the liquidity crisis in the junk bond market at that time (see Kleege (1991)). By contrast, in the wake of the bursting of the tech "bubble," several American financial institutions have successfully used Mellon-style good bank/bad bank structures to deal with their problem loans. During the intervening decade, the junk bond market has grown more resilient,

---

and securitization has made investors more comfortable with similar structures (see Sherer and Sapsford (2001), Agosta (2001)).

Given that a dollar of bad loans is far more risky than a dollar of finance company loans, our model predicts that it should take a smaller relative volume of bad loans to make a bipartite structure attractive. Most of our examples bear this out; whereas Norwest Bank’s finance subsidiary was over 10% of its parent’s size, Mellon’s Grant Street Bank took on only 2% of the parent’s assets, and the recent bad banks created by FleetBoston and Upstate National Bank concerned roughly 1% and 3%, respectively, of their total assets.

During the 1990s, many countries made use of good bank/bad bank structures to deal with banking crises; examples include Sweden, Mexico, and Thailand. Thailand is especially relevant to our model, because many of the “bad banks” were created privately rather than by the government (see Bennett (1993), Sherer and Sapsford (2001), Bangkok Post (2001)). Of course, banks will only opt for a private bipartite structure if a government bailout seems remote or bailout terms are sufficiently onerous. Recently, Mizuho Financial and UFJ Holdings (two large Japanese bank holding companies) announced that they plan to transfer problem loans from their bank subsidiaries to new “bad bank” subsidiaries; consistent with our analysis in Section V, the move was described as a bid to bolster bank capital (Economist (2002)). The Japanese banks seem to have been motivated by fresh falls in the Japanese stock market, eroding unrealized profits on equity holdings that regulators had allowed them to use in meeting capital requirements. With one regulatory subsidy removed and no other forthcoming, they had to focus on private solutions for reducing their risk of default.

To conclude this subsection, we note that other financial institutions have used good bank/bad bank structures. Beginning in the 1970s, property and casualty insurers have used similar structures where the “bad bank” consists of discontinued insurance lines or policies with exceptionally problematic loss reserves. This process accelerated in the 1990s, with Cigna and other major insurers using such “bad banks” to house troubled asbestos- and other environmental-liability policies. To see how this fits our model, first note that property and casualty insurers are delegated monitors, screening and monitoring new policies on behalf of dispersed policyholders. Their liabilities to policyholders give them high leverage (recently on the order of 65 to 70%). As such, policyholders face the risk that the insurers will engage in risk shifting by not screening and monitoring policies, or even by building up unhealthy concentrations of risk through deliberate policy selection. Future losses on asbestos- and other environmental-liability policies are not only expected to be high, but face high “systematic” risk as well.

25 In Thailand’s case, the use of private good bank/bad bank structures was a reaction to harsh terms for government aid.
26 For further discussion and examples, see Snyder and Simpson (1996) and Latza (1997).
27 Morgan (2002) finds that, just as rating agencies differ more on banks than on nonfinancial firms, they differ more on their ratings of insurers as well. This is consistent with the notion that insurers suffer from opacity due to the diverse nature of their policy portfolios and policyholders’ difficulty in observing the insurers’ screening and monitoring.
because a change in legal ruling or outcome on one policy affects the expected amount of losses on other policies of the same type. Because of this high potential downside, keeping these policies in the main insurer could undermine the insurer's incentive to carefully screen, choose, and monitor other, healthier policy lines. By segregating the policies along with appropriate loss reserves, the insurer insulates the healthier policies from this "contagion," improving incentives.

Another example comes from real estate investment trusts (REITs), institutions that serve as delegated monitors of real estate properties for investors. In 1997, Prime Retail Inc. planned to acquire the 20 strongest factory-outlet centers of Horizon Group Inc., along with the assumption of $540 million of Horizon's debt; in return, three of Prime's weakest centers would be merged with Horizon's weakest 17 centers under Horizon's name, and Prime shareholders would receive equity in this new entity (Pacelle (1997)). Effectively, Prime would be the "good bank" and Horizon the "bad bank." Again, without this bipartite structure, the merged entity would face continuing risk from the weaker (hence riskier) properties, hurting incentives throughout the entire entity.

All of these examples have certain features in common with our predictions about when a bipartite structure will be adopted. The number of bad assets (and their risk) must be large relative to the institution's existing capital base and profit margins. Also, the existing bank is more likely to retain a claim on the new "bad bank" if its private information about the bad loans is critical to their ongoing monitoring. Thus, bad banks are more likely to be owned by the parent if the (bad) assets are more opaque.

C. Additional Applications

Our results also help motivate other arrangements used by financial institutions. In this subsection, we discuss how our results apply to the use of bipartite subsidiary structures by investment banks and the provision of recourse by originating banks in credit card securitizations.

Investment bank private-equity affiliates: Like commercial banks, investment banks face investor concerns over risk shifting. They are highly levered, and the bulk of their assets consists of marketable securities held both as inventories for their underwriting and broker/dealer activities and as proprietary trading positions. As noted by Myers and Rajan (1998), such assets are generally quite liquid, allowing easy changes of risk via asset substitution that are difficult for investors to control directly. Morgan's (2002) finding that banks with a larger fraction of their assets in trading accounts are more likely to have ratings agency disagreements (see footnote 2) is consistent with this concern.

Given this situation, we should expect to see investment banks making use of bipartite structures to segregate assets whose risk is significantly higher than average. One common example concerns private equity finance. As documented by Fenn, Liang, and Prowse (1995), many large U.S. investment banks have separately funded affiliates that provide private equity finance to a
A variety of businesses (venture capital targets, leveraged-buyout targets, distressed firms that restructure). These affiliates are usually structured as limited partnerships, with the investment bank as general partner; moreover, the stakes of the limited partners resemble convertible preferred stock, insofar as they participate in the partnership's potential upside but also have some downside protection. As discussed by Fenn et al., this arrangement creates potential risk shifting concerns between the limited partners and the general partner.

Given that investment banks could in principle fund these equity investments through their main subsidiaries, why fund them separately? Our model suggests one reason, based on the fact that these private equity investments are much more risky than most publicly traded stocks, much less the Treasury securities and corporate bonds that make up the bulk of investment bank asset holdings. Moreover, private equity investments are notoriously opaque and hard to monitor, even for limited partners in specialized funds (again, see Fenn (1995)). Given the high risk of private equity and the high leverage of investment banks, commingling these assets with an investment bank’s other assets could easily increase risk shifting incentives throughout the institution. Putting private equity holdings in a “risky sub” (the affiliated private equity fund) avoids this worsening of incentives. Consistent with our model, the “debt” (limited partner funding) of the affiliates is much riskier than that of the rest of the investment bank, which typically consists of very short-term collateralized loans (e.g., repurchase agreements) and investment grade debt.

Recourse in credit card securitizations: Credit card securitizations provide an example where the “cherry-picking” concerns outlined in Corollary 3 seem to apply. In such a securitization, credit card receivables are sold by the originating bank into a “special purpose entity” (SPE). The SPE finances itself largely by issuing debt collateralized by the receivables (asset-backed securities), though the originating bank injects some equity in the form of cash reserves. In most securitizations, the SPE would be completely without recourse to the originating bank, forming a bipartite structure. By contrast, in the case of credit

28 The investment banks would have to comply with SEC capital requirements, which basically require that broker/dealers fund private equity holdings entirely with equity. (More precisely, they must subtract these holdings from both their assets and their capital base in calculating their capital ratios.) Since preferred stock counts as equity capital, in principle this could be met by having the erstwhile private equity fund's limited partners hold preferred stock in the investment bank.

29 For example, the bulk of returns on venture capital investments typically come from successful “exit strategies” such as an IPO or sale to a large corporation, but the IPO option depends heavily on favorable conditions in the public equity market. More generally, the illiquidity and associated information asymmetries that come with private equity also contribute to the risk of these investments.

30 Historically, large U.S. commercial bank holding companies also had private equity affiliates, but regulation generally prevented the commercial bank itself from direct holdings of equity. Following the passage of the Gramm-Leach-Bliley Act, these banks now can (and often do) have investment bank affiliates, so our argument now applies to the holding companies’ use of separate private equity affiliates.

31 This might improve the institution's lending incentives, as per our earlier analysis (see also Fulghieri (1993)).
cards, the structure usually allows limited recourse against the issuer in the form of requirements that the issuer inject additional receivables in the event of problems with the existing collateral.

One motivation for this effectively unitary structure may be concerns about “cherry-picking.” Credit card loans are not only much riskier than most commercial bank loans, but also are much more profitable, with return on assets averaging 2 to 3% versus 1% or less on other loans. In addition, any one securitization is usually small in relation to the rest of the bank. This is exactly the situation where the “cherry-picking” concerns detailed in Corollary 3 may apply, in which case a unitary structure is more efficient than a bipartite structure. By giving investors the right to demand recourse against receivables held on the bank’s balance sheet, they gain the ability to seize any “cherries” the bank may withhold, reducing the bank’s incentive to engage in such risk shifting behavior.32

VII. Conclusion

The choice of subsidiary structure affects a financial institution’s lending, monitoring, and screening decisions. When the aggregate downside from riskier loans is high or when the expected returns to the institution’s target loan mix are low, a bipartite structure will insulate safer loans from the downside of riskier loans, reducing the institution’s risk shifting incentives. This justification for multiple subsidiary structures helps motivate “good bank/bad bank” restructurings and separately funded finance company subsidiaries of commercial bank holding companies.

Appendix

Define $x = \min\{T, S^*\}$, $y = \min\{S^* - T^*, T\}$, and $z = \min\{S^*, T^*\}$. Recall that a risky portfolio or subsidiary is one that defaults in state 2.

Proof of Proposition 1: If the efficient portfolio is risky ($R_U > r$), then condition (2) implies that the plunging portfolio generates higher profits than the efficient portfolio, verifying (i). Also, $R_U > r$ implies that the right-hand side of (3) is negative, whereas (2) implies that the left-hand side is positive. Thus, (3) is violated, confirming (ii) for this case.

If both the efficient portfolio and the plunging portfolio are safe, then the plunging portfolio is less profitable and so the efficient portfolio is incentive compatible. The plunging portfolio’s state 2 return is

$$T^*(1 - a)t_g + x(1 - a)t_b + (S^* - x)s_g. \tag{A1}$$

32 By contrast, regulatory arbitrage is not a motivation for this recourse structure, since credit card SPEs typically have a higher internal capital ratio than the banks themselves are required to have. For further analysis and discussion, see Higgins and Mason (2003) and Calomiris and Mason (2003).
The plunging portfolio is safe if and only if this expression exceeds \((S^* + T^*)r\), or, rearranging, if and only if
\[
x[s_g - (1 - \alpha)tb] \leq T^*[(1 - \alpha)t_g - r] + S^*(s_g - r).
\] (A2)

Since \(s_g > t_b, s_g - (1 - \alpha)tb > (1 + \alpha)t_b - s_g\), and so (3) holds whenever the plunging portfolio is safe.

We are left with the case where the efficient portfolio is safe (so \(R_U = r\)) but the plunging portfolio is risky. The plunging portfolio’s state 1 return is
\[
(S^* - x)s_g + T^*t_g(1 + \alpha) + xt_b(1 + \alpha).
\] (A3)

In this case, it follows that the institution prefers efficient investment over plunging if and only if
\[
\frac{1}{2}[T^*(1 + \alpha)t_g + (S^* - x)s_g + x(1 + \alpha)t_b - (S^* + T^*)r]
\leq T^*t_g + S^*s_g - (S^* + T^*)r.
\] (A4)

The left-hand side (LHS) of this inequality is the payoff of the plunging portfolio; the right-hand side (RHS) is the payoff of the efficient portfolio. Doubling both sides and rearranging, this inequality reduces to (3).

Finally, (iii) follows from basic comparative statics on (3). Q.E.D.

**Proof of Proposition 2:** We prove this by grouping potential deviations from the efficient portfolio by their effect on each subsidiary’s default probability. Throughout, we refer to the efficient arrangement \((s_g \text{ assets in Sub A, } t_g \text{ assets in Sub B})\) as the “status quo.” Expected profits under the status quo are \(S^*(s_g - r) + T^*(t_g - r)\).

(i) Both subsidiaries safe: In this case, the institution’s total profits are (expected asset returns) – \((S^*r + T^*R_B)\). It is best to use only the \(s_g\) and \(t_g\) assets, since these have the highest expected returns, so profits are \((S^*s_g + T^*t_g) - (S^*r + T^*R_B)\). Since \(R_B > r\), this is always dominated by the status quo.

(ii) Sub A safe, Sub B risky: First, note that such a deviation that simultaneously puts \(s_g\) assets in Sub B and \(t_b\) assets in Sub A is dominated: Switching these assets increases profits in Sub A by \(s_g - t_b\) and profits in Sub B by \(\frac{1}{2}[(1 + \alpha)t_b - s_g]\). Also, having \(t_g\) assets in Sub B and \(t_b\) assets in Sub A is dominated: Switching these assets increases profits by \(\frac{1}{2}(1 - \alpha)(t_g - t_b)\). Finally, having \(s_g\) assets in Sub B and some \(t_b\) assets unused is dominated by switching the two.

Thus, the best such deviation moves \(t_g\) assets into Sub A and \(t_b\) assets into Sub B. (If one runs out of \(s_g\) assets to replace in Sub A, then Sub A defaults in state 2 and we are in a different case; similarly, if one runs out of \(t_g\) assets to move into Sub A, moving in \(t_b\) assets hurts profits unless Sub A defaults in state 2.) This increases profits by \((t_g - s_g) + \frac{1}{2}(1 + \alpha)(t_b - t_g)\), which is negative so long as condition (5) holds.
(iii) Both subsidiaries risky: In this case, it is best to plunge, using $T^*t_g$ assets, $xt_b$ assets, and then $s_g$ assets only as needed. This fails to dominate the status quo if and only if

$$
\frac{1}{2}[T^*(1 + \alpha)t_g + (S^* - x)s_g + x(1 + \alpha)t_b - S^*r - T^*R_B]
\leq S^*(s_g - r) + \frac{1}{2}T^*[(1 + \alpha)t_g - R_B].
$$  \hfill (A5)

Doubling both sides and rearranging leads to (4).

(iv) Sub A risky, Sub B safe ("flip" the subsidiaries): This can only occur if $s_g > R_B = 2r - (1 - \alpha)t_g$, in which case placing enough $s_g$ assets in Sub B may make it safe. There are two subcases to consider.

(a) $S^* \leq T^*$: The best way to achieve the "flip" is to switch as many $s_g$ and $t_g$ assets as possible. To see this, note that if $s_g \geq t_g$, profits in a safe Sub B are maximized by placing $s_g$ assets there, while profits in a risky Sub A are maximized by placing $t_g$ assets there (these have highest state 1 return). If $s_g < t_g$, then as in (ii) the only way to dominate this flip while preserving the subsidiaries’ risk profile would be to rotate $t_g$ assets back into Sub B and $t_b$ assets into Sub A. This is ruled out by condition (5).

Once all $s_g$ assets are in Sub B, it is best to leave any remaining $t_g$ assets in Sub B rather than replace them with $t_b$ assets, since $t_g$ assets do better in both states. This dominates the status quo if and only if

$$
\frac{1}{2}S^*[(1 + \alpha)t_g - r] + [(T^* - S^*)t_g + S^*s_g - T^*R_B]
> S^*(s_g - r) + T^*(t_g - r).
$$  \hfill (A6)

Doubling, substituting for $R_B$, and rearranging, this is equivalent to

$$
(S^* - 2T^*)[r - (1 - \alpha)t_g] > 0.
$$  \hfill (A7)

Since $r > (1 - \alpha)t_g$ and $S^* \leq T^*$, this is a contradiction, and so a flip never dominates the status quo.

(b) $S^* > T^*$: Again, it is best to begin by switching as many $s_g$ and $t_g$ assets as possible; that is, $T^*$ of each. Since Sub A is now risky, it is best to augment this by replacing as many remaining $s_g$ assets as possible with $t_b$; i.e., replace $y$ of them. Condition (5) rules out any further switches that leave the risk structure unchanged. This deviation dominates the status quo if and only if

$$
\frac{1}{2}[T^*(1 + \alpha)t_g + (S^* - T^* - y)s_g + y(1 + \alpha)t_b - S^*r] + T^*(s_g - R_B)
> S^*(s_g - r) + T^*(t_g - r).
$$  \hfill (A8)
Doubling, substituting for $R_B$, and rearranging, this is equivalent to

$$y[(1 + \alpha)t_b - s_g] > S^*(s_g - r) + T^*[2r - s_g - (1 - \alpha)t_g]$$

$$= S^*(s_g - r) + T^*(R_B - s_g). \quad (A9)$$

Thus the status quo is incentive compatible if and only if the reverse of (A9) holds. Since $s_g \geq R_B$, $\min\{s_g - R_B, R_B - s_g\} = R_B - s_g$, so the reverse of (A9) is equivalent to condition (6) in the text.

(v) Sub A safe, Sub B defaults all the time: This requires that $s_g < R_B$; otherwise, it is impossible to make Sub B default all the time by using $s_g$ or $t_b$ assets, and we are in one of the previous cases. In this deviation, all profits come from Sub A. If $s_g \geq t_g$ and Sub A is to be safe, profits are maximized by filling Sub A with $s_g$ assets. But the status quo does this and earns positive profits in Sub B, so it dominates any such deviation.

If instead $s_g < t_g$, Sub A’s profits are maximized by replacing $z$ of the $s_g$ assets in Sub A with $t_g$. (If Sub A now becomes risky, defaulting in state 2, further switches get risk shifting gains as well.) If Sub A now defaults (as is true when $S^* \leq T^*$), then we are in another case. Otherwise, since Sub B defaults all the time, profits from the deviation are $(S^* - T^*)s_g + T^*t_g - S^*r = (S^* - T^*)(s_g - r) + T^*(t_g - r)$, which is less than profits under the status quo. Thus, we can ignore this case.

(vi) Sub A risky, Sub B defaults all the time: Again, we must have $s_g < R_B$, and we can focus on maximizing profits in Sub A. There are two subcases.

(a) $S^* \leq T^*$: If Sub A is to be risky, its profits are maximized by filling it with $t_g$. This dominates the status quo if and only if

$$\frac{1}{2}[S^*(1 + \alpha)t_g - r] > S^*(s_g - r) + T^*(t_g - r). \quad (A10)$$

Doubling and subtracting $S^*(s_g - r)$ from both sides yields the reverse of condition (7) in the text. The requirement that the deviation causes Sub A to default in state 2 yields the other condition for this subcase.

(b) $S^* > T^*$: Subject to failing in state 2, Sub A’s profits are maximized by using $T^*$ of $t_g$ assets and $y$ of $t_b$ assets. This dominates the status quo if and only if

$$\frac{1}{2}[T^*(1 + \alpha)t_g + (S^* - T^* - y)s_g + y(1 + \alpha)t_b - S^*r]$$

$$> S^*(s_g - r) + T^*(t_g - r). \quad (A11)$$

Doubling and rearranging gives

$$y[(1 + \alpha)t_b - s_g] > S^*(s_g - r) + T^*[(1 - \alpha)t_g + s_g - 2r]. \quad (A12)$$

On the right-hand side, the last term equals $T^*$ times $s_g - R_B = \min\{s_g - R_B, R_B - s_g\}$. The reverse of this inequality yields condition (6) in the text. Q.E.D.
Proof of Corollary 1: Since \((1 - \alpha)t_g < r\), (3) always implies that (4) holds strictly. Since \(S^* \leq T\), (4) becomes \(S^*[1 + \alpha]t_b - s_g \leq S^*[s_g - r]\). Dividing by \(S^*\) and rearranging gives \(-2s_g \leq -r - (1 + \alpha)t_b\), and so \(2(t_g - s_g) \leq 2t_g - r - (1 + \alpha)t_b\). Also, \((1 - \alpha)t_g < r\) implies \(2t_g - r < (1 + \alpha)t_g\), so (4) implies \(2(t_g - s_g) \leq (1 + \alpha)(t_g - t_b)\), which is equivalent to (5). It remains to be shown that (3) implies that (7) or (6) holds, depending on whether or not \(S^* \leq T^*\). Note that (3) is now equivalent to \(S^*[1 + \alpha]t_b - s_g \leq S^*[s_g - r] + T^*[1 - \alpha]t_g - r\).

(i) \(S^* \leq T^*\): If \(s_g \geq R_B\), then conditions (4) and (5) are necessary and sufficient for bipartite efficiency. Otherwise, since \((1 + \alpha)t_g > r\), \(S^*[1 + \alpha](t_g - t_b) < T^*[1 + \alpha]t_g - r\); adding this to (3) gives condition (7).

(ii) \(T^* < S^* \leq T\): Now (6) is equivalent to

\[
S^*[1 + \alpha]t_b - s_g \leq S^*[s_g - r] + T^*[1 + \alpha]t_g - r
\]

\[
+ \min \{s_g - R_B, R_B - s_g\}\]  \hspace{1cm} (A13)

Condition (3) implies (6) if and only if the bracketed term on the RHS of (A13) exceeds \((1 - \alpha)t_g - r\). If \(s_g \leq R_B\), this term equals \((1 + \alpha)t_b - R_B = (1 + \alpha)t_b - (1 - \alpha)t_g - 2r > (1 + \alpha)t_g - r\), so (3) implies (6). If \(s_g > R_B\), this term equals \((1 + \alpha)t_b - s_g + R_B - s_g\). If this exceeds \((1 - \alpha)t_g - r\), we are done. Otherwise, \((1 + \alpha)t_b - s_g < s_g - R_B + [(1 - \alpha)t_g - r] < s_g - R_B\), so \((S^* - T^*)(s_g - R_B) < S^*[s_g - r] + T^*[R_B - s_g]\), which is equivalent to (6).

Since (3) implies that (4) and (6) hold strictly, the last statement of the corollary follows. Q.E.D.

Proof of Corollary 2: Once again, (3) implies that (4) holds strictly.

(i) When \(S^* \leq 2T^*\), \(S^* - T^* \leq T^* \leq T\). If \(s_g \leq R_B\), the second term on the RHS of (6) equals \(T^*[s_g - R_B] = T^*[s_g - r] + (1 - \alpha)t_g - r\) > \(T^*[1 - \alpha]t_g - r\). Thus, the RHS of (6) strictly exceeds the RHS of (3). Since \(S^* - T^* \leq T\), the LHS of (6) is less than or equal to the LHS of (3); thus, (3) implies that (6) holds strictly.

If \(s_g > R_B\), (6) is equivalent to \(T^*[2s_g - (1 + \alpha)t_b - R_B] \leq S^*[2s_g - (1 + \alpha)t_b - r]\). Since \(T^* \leq S^* \) and \(R_B > r\), this holds strictly.

(ii) If \(S^* > 2T^*\), the LHS of (6) is less than or equal to the LHS of (3), so (3) implies (6) if \(\text{min}\{s_g - R_B, R_B - s_g\} \geq (1 - \alpha)t_g - r\). If \(s_g \leq R_B\), this holds because \(s_g - R_B = s_g - r + [(1 - \alpha)t_g - r]\). Otherwise, \(R_B - s_g \geq (1 - \alpha)t_g - r\) if and only if \(s_g \leq R_B + [(1 - \alpha)t_g - r]\). Q.E.D.

Proof of Corollary 3:

(i) When (5) does not hold, the bipartite status quo is dominated by “asset rotation.” The rest of this part follows from comparative statics on (5).

(ii) After rotating \(T^*\) of \(t_g\) assets into Sub A, Sub A’s state 2 return is \((S^* - T^*)s_g + T^*[1 - \alpha]t_g - S^*r\). This is positive if and only if (8) holds. If (8) does not hold, the rotation is attractive and gives Sub A zero profits in
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state 2. Thus, it pays to replace \( \min\{S^* - T^*, T - T^*\} = T - T^* \) of the \( s_g \) assets that remain in Sub A with unused \( t_b \) assets. Under this augmented rotation, the institution as a whole holds the plunging portfolio: \( x = T \) of the \( s_g \) assets are replaced with \( t_b \) assets. Comparative statics on (8) are straightforward.

We want to show that if (8) does not hold, (3) does not hold. There are two subcases to consider.

(a) \((1 + \alpha)t_b \geq R_B\). The augmented rotation makes both subsidiaries default in state 2 only. Since this dominates the status quo, condition (4) is violated, and so (3) is violated.

(b) \((1 + \alpha)t_b < R_B\). The augmented rotation makes Sub A default in state 2 and Sub B default in both states. Since the rotation dominates the status quo, profits in Sub A must exceed those from the status quo:

\[
\frac{1}{2} [T^*(1 + \alpha)t_g + (x - T^*)(1 + \alpha)t_b + (S^* - x)s_g - S^*r] > S^*(s_g - r) + T^*(t_g - r),
\]

where we have made use of \( \min\{S^* - T^*, T - T^*\} = \min\{S^*, T\} - T^* \equiv x - T^* \). Doubling and rearranging gives

\[
x[(1 + \alpha)t_b - s_g] > S^*(s_g - r) + T^*[(1 - \alpha)t_g - r] + T^*[(1 + \alpha)t_b - r].
\]

Since \((1 + \alpha)t_b - r > 0\), this condition implies that condition (3) is violated. Q.E.D.

Proof of Proposition 3: We assume that the set of all possible loan types is some bounded set \( W \), and the loan types form a non-atomic distribution function \( F(e_1, e_2) \) with positive support almost everywhere on \( W \). A subsidiary structure \( \sigma = (A, B, C, \ldots, K; R_A, R_B, R_C, \ldots, R_K) \) is a finite set of nonintersecting subsets of \( W \) (the “subsidiaries” \( A, B, C, \ldots, K \)), together with each subsidiary’s debt face value per unit borrowed. We will say that a subsidiary structure \( \sigma' \) mimics \( \sigma \) if there is a one-to-one correspondence between the two sets of subsidiaries such that corresponding subsidiaries have the same size and debt face value. Under these circumstances, outside investors are unable to tell if \( \sigma' \) has been substituted for \( \sigma \).

First, note that none of the original subsidiaries can default in both states and still issue fairly priced debt. Since \( e_1 \geq e_2 \) for all \((e_1, e_2) \in W\), it follows that each subsidiary defaults either in state 2 or not at all. Consolidate all subsidiaries \( A_k \) that do not default, and consolidate all subsidiaries \( B_j \) that default in state 2. Make the per unit face value of a consolidated subsidiary’s debt equal the size-weighted average of the original subsidiaries’ face values. Each consolidated subsidiary defaults in the same states as its original components, its debt is fairly priced, and the new structure produces the same expected profits as the original.
Now suppose that this consolidated structure is not incentive compatible; that is, there is another structure $A', B'$ that mimics it and produces higher expected profits. Chop each (consolidated) subsidiary in this mimicking structure into new subsidiaries the size of the original components of that subsidiary, calling each new subsidiary $A'_{k},$ and so on. We have

$$
\sum_{H=A,B} \sum_{k} \sum_{i=1,2} \frac{1}{2} \max \left\{ 0, \int_{H_k} (e_i - R_{H_k}) dF(e_1, e_2) \right\}
$$

$$
\geq \sum_{H=A,B} \sum_{i=1,2} \frac{1}{2} \max \left\{ 0, \int_{H_i} (e_i - R_H) dF(e_1, e_2) \right\}
$$

$$
= \sum_{H=A,B} \sum_{i=1,2} \frac{1}{2} \max \left\{ 0, \int_{H} (e_i - R_H) dF(e_1, e_2) \right\}
$$

$$
> \sum_{H=A,B} \sum_{i=1,2} \frac{1}{2} \max \left\{ 0, \int_{H} (e_i - R_H) dF(e_1, e_2) \right\}
$$

$$
= \sum_{H=A,B} \sum_{i=1,2} \frac{1}{2} \max \left\{ 0, \int_{H_k} (e_i - R_{H_k}) dF(e_1, e_2) \right\}, \quad (A16)
$$

which contradicts the assumed incentive compatibility of the original structure.

Q.E.D.

Proof of Proposition 4: (i) That (11) is necessary and sufficient is obvious if the unitary portfolio $G^*$ does not default in state 2. If $G^*$ does default in state 2, then the LHS of (11) equals $\frac{1}{2} \int_{G^*} (e_1 - R_{G^*}) dF(e_1, e_2),$ where $R_{G^*}$ is the portfolio’s fairly priced debt face value. By the definition of the plunging portfolio $P^*$, this is no greater than $\frac{1}{2} \int_{P^*} (e_1 - R_{G^*}) dF(e_1, e_2),$ which is less than the RHS of (11), and so (11) is still necessary and sufficient. This proves (ii). Condition (12) follows by doubling both sides of (11) and then rearranging. The comparative statics in (iii) are obvious from condition (12). Q.E.D.

Proof of Proposition 5: That one subsidiary defaults in state 1 and the other does not default at all follows from Proposition 3. Let $A$ be the default-free subsidiary, $B$ be the other subsidiary, and $C$ be the set of all assets not included in the structure. Consider asset switches of small size among these groups. If the amount of assets switched is sufficiently small, the switch will not affect the default probabilities of $A$ and $B$. Let $g = \sup \{ e_1 \mid (e_1, e_2) \in C \}$ and $\bar{a} = \inf \{ e_1 \mid (e_1, e_2) \in B \}.$ Then $\bar{a} \geq g$; otherwise one could switch assets between $C$ and $B$ and improve subsidiary $B$’s return (recall that $B$ defaults in state 2). Let $b = \sup \{ e_2 \mid (e_1, e_2) \in B \}$ and $\bar{b} = \inf \{ e_2 \mid (e_1, e_2) \in A \}. Then \bar{b} \geq b$; otherwise a switch between $A$ and $B$ would increase $A$’s state 2 return and leave the total state 1 returns of $A$ and $B$ unaffected. Let $c = \sup \{ e_1 + e_2 \mid (e_1, e_2) \in C \}$ and $\bar{c} = \inf \{ e_1 + e_2 \mid (e_1, e_2) \in A \}. Then \bar{c} \geq c; otherwise one could switch assets between $C$ and $A$ and improve subsidiary A’s expected return.
Next, we claim that $c \geq a + b$. Suppose not. Using the definitions of $c$, $a$, and $b$, there exists $a = (a_1, a_2) \in A$, $b = (b_1, b_2) \in B$, and $c = (c_1, c_2) \in C$ such that $a_1 + a_2 < c_1 + b_2$. Currently, from these three assets, the institution receives expected revenue $\frac{1}{2}(a_1 + a_2 + b_1)$, since $B$ defaults in state 2. If we switch asset $c$ into $B$, asset $b$ into $A$, and asset $a$ into $C$, the institution now receives $\frac{1}{2}(b_1 + b_2 + c_1)$, which is greater. Thus, the original structure was not incentive compatible.

A similar argument shows that $c \leq a + b$; otherwise, there exists $a \in A$, $b \in B$, and $c \in C$ such that switching $c$ into $A$, $a$ into $B$, and $b$ into $C$ improves the institution's expected return. Since $\bar{c} \geq a + b$ and $c \leq \bar{a} + \bar{b}$, there exist $r_1$ and $r_2$ such that $a \leq r_1 \leq \bar{a}$, $\bar{b} \leq r_2 \leq b$, and $c \leq r_1 + r_2 \leq \bar{c}$, which (together with the definitions of $a$, $\bar{a}$, etc.) means that $A$ and $B$ satisfy the definition of a basic configuration. Q.E.D.
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