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ABSTRACT 

We study hierarchical configuration of distributed systems for achieving optimized 
system performance. A distributed system consists of a collection of local processes 
which are distributed over a network of processors, and work in a cooperative man­
ner to fulfill various tasks. A hierarchical approach is to group and organize the dis­
tributed processes into a logical hierarchy of multiple levels, so as to coordinate the local 
computation/control activities to improve the overall system performance. It has been 
proposed as an effective way to solve various problems in distributed computing, such 
as distributed monitoring, resource scheduling, and network routing. The optimization 
problem considered in this paper is concerned with finding an optimal hierarchical par­
tition of the processors, so that the total traffic flow over the network is minimized. The 
problem in its general form has been known to be NP-hard. Therefore, we just focus on 
distributed computing jobs which require collecting and processing information from all 
processors. By limiting levels of the hierarchy to two, we will establish the analytically 
optimal hierarchical configurations for two popular interconnection networks: mesh and 
hypercube. Based on analytical results, partitioning algorithms are proposed to achieve 
minimal communication cost (network traffic flow). We will also present and discuss 
heuristic algorithms for multiple-level hierarchical partitions. 

Keywords: Distributed processing, Hierarchical architecture, Hierarchical configuration, 
Hypercube, Interconnection networks, Mesh. 
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1. Introduction 

The topologies of many distributed systems are more or less hierarchical. If 
distributed functions are performed in such a way as to reflect the underlying hi­
erarchical topology, the design can be simplified. A hierarchical architecture may 
also improve scalability of the distributed functions and optimize their performance 
by increasing parallelism and reducing information flow. As a matter of fact, the 
hierarchical approach of letting distributed processes operate on a logical structure 
is a well-known design methodology, and has been used in a variety of forms for 
solving different distributed control problems, such as distributed monitoring, re­
source scheduling, and network routing, either to effectively coordinate the local 
control activities or to enhance the overall performance [1, 2, 5, 6, 8, 20]. 

Although a lot of work has been done in developing a variety of hierarchical 
distributed functions, most of them only proposed solutions based on existing hier­
archical structures of processes. The important issue of how to form the hierarchy 
has not been adequately addressed. In this paper, we study the algorithms for opti­
mally configuring a distributed system into a hierarchy of multiple levels of groups. 
The objective of the optimization algorithms is to find such a configuration for a 
given network topology that the total computation cost in terms of processing and 
communication as mapped into the hierarchy will be minimum. 

In our previous works, we have developed a hierarchical monitoring system for 
a distributed environment [4, 18]. Conventional monitoring systems use a simple 
scheme: A collection of resident monitoring units on each processor, which collect 
and pre-process as much as possible local information, and a logically centralized 
unit, which correlates and stores distributed information. A hierarchical distributed 
monitoring system structures the monitoring units into groups at multiple levels. 
Each group has a leader, and group leaders at the same level may form groups at a 
higher level. Monitoring information is processed starting at individual monitoring 
units and integrated by group leaders. The proposed hierarchical architecture is 
unique in that it lends itself to parallel processing and allows complex, topology-
specific events of different types of systems to be monitored and evaluated in a nat­
ural and efficient way. It reduces the complexity of distributed monitoring caused 
by such factors as spatial distribution of the distributed software, recognizing, col­
lecting and processing of the large quantities of monitoring data, and heterogeneity 
of the computers in the distributed system. 

We have performed experimental study of the performance of hierarchical mon­
itoring system as compared with a conventional distributed monitoring system. 
Tests were designed for various sizes of monitoring groups and for different grouping 
strategies in order to find useful observations on forming an optimal configuration. 
Obtaining an optimal configuration means the minimization of the processing cost 
(time, memory space, and inter-process communication). The experiments showed 
a significant performance improvement made by the hierarchical monitoring system 
[18]. It was also found that the performance of the monitoring system was a function 
of the number and size of groups at each level. As a matter of fact, the solution to 
the optimization problem is both application and network topology dependent and 
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it can be shown that this problem is NP-complete. In [4], we identified the factors 
that are significant in determining the cost and performance of a hierarchical dis­
tributed monitoring system, and described various heuristics of finding an optimal 
or near-optimal hierarchical configuration of the monitoring system. In addition to 
empirical studies, we have also proposed an efficient algorithm for configuring the 
hierarchical monitoring units to optimality in a tree-structured system [23]. 

In this paper, we will focus on two regular network topologies: mesh and hy­
percube. Both are very popular networks, have been extensively studied, and com­
mercial parallel computers using them have been available for a long time. We will 
present hierarchy schemes on mesh and hypercube that greatly reduces the traffic 
flow. As in most cases of optimization, a hierarchical configuration optimizing all 
factors is impossible to achieve. Therefore it is important to characterize the appli­
cability of the proposed scheme. Generalizing the hierarchical monitoring system 
in our previous works [4, 18], the hierarchical configuration we present in this work 
is best applicable to those tasks that need to process data collected from all pro­
cessors of the network, and the nature of the task allows "partial preprocessing" of 
data before they reach their final destination. There are many such data in both 
computational and managerial tasks. The monitoring data we have mentioned is 
of such nature. Another simple example is to get the sum of certain value from 
all processors: it is not necessary for the master adder of the network to collect all 
addends before it performs the addition — partial sums can be obtained by some 
"submasters," and sent to the master adder. That will prevent many pieces of data 
from traveling all the way to the master, reducing the traffic flow in the network. 

Under the above context, by first limiting the levels of the hierarchy to two, 
we study optimal hierarchical configurations for mesh and hypercube. Based on 
analytical results, partitioning algorithms are presented which are optimal in terms 
of total communication cost. We will then discuss and present heuristic algorithms 
for multiple-level hierarchical partitions. 

Although the scheme of this paper is presented in a specific context, the ap­
proaches may be applied to a broader range of hierarchical control/computational 
problems in distributed processing. However, in general, different distributed func­
tions have different objectives and there are various forms of hierarchical config­
uration problems in different applications. Therefore, the grouping strategy and 
the semantics of the operations may be different, e.g., the control function may 
be initiated top down or bottom up, and thus the information flow can be either 
downward or upward towards the group leader. For example, a key challenge of 
distributed multi-agent systems is to achieve group-level coherence. Such coherence 
is usually guaranteed by top-down control where a central controller must maintain 
updated information about the entire group, perform optimizations over the global 
state space, and send commands to the group. In addition to the high computation 
overhead required, the communication imposes a significant bottleneck that scales 
poorly with increased group size [13]. As another example, hierarchical network 
routing schemes have been proposed to reduce the volume of routing information 
that needs to be handled by the nodes [5, 20]. This is done by aggregating nodes 
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into clusters and clusters into superclusters, and so on. Each cluster has an address 
server which keeps track of the membership and address of the nodes in its cluster. 
Address servers cooperate to determine a routing address in the entire network. 
This hierarchical architecture makes the routing protocol scalable because, even if 
the size of the network becomes large, the amount of link state information can be 
reduced much less than that of the existing link state routing protocol. Study of 
algorithms for different forms of hierarchical configurations will be our future work. 

The rest of this paper is organized as follows. In Section 2, we briefly describe 
the hierarchical architecture systems, formulate the optimal configuration problem, 
and define the terminology. Section 3 presents the analytical results for optimal 
two-level partitioning for mesh, and based on that proposes an algorithm to obtain 
the hierarchical structure. In Section 4, analysis for optimal hypercube two-level 
partitioning is done, and the hierarchical structuring algorithm is proposed. In 
Section 5 we briefly summarize the work of this paper and outline directions for 
extension. 

2. Hierarchical configuration of distributed systems 

The problem of optimal hierarchical configuration of a distributed system is 
concerned with finding an optimal partition of the processes/processors in a given 
network environment. A configuration C of a system consists of three parts: (1) 
a hierarchical partition of the nodes (processes/processors), defined by the levels 
of the hierarchy, (2) the grouping of nodes at each level, and (3) the location of 
the leader at each group. Optimization means to minimize the total processing 
cost. The three costs that are of primary consideration are the amount of memory 
required, the amount of communication between units, and the time required for 
processing. In this paper, we focus on reducing the amount of communication over 
the network. 

In order to formulate such a problem quantitatively for analysis, we assume a 
simple model for the process of collecting information and perform some processing 
(e.g. combining information, making decisions) based on it. In the context of this 
paper, a hierarchical organization consists of local processes which aggregate infor­
mation from other processes in the hierarchy, passing that information through the 
hierarchy. During this process, information can be condensed as it passes through 
the hierarchy. We are mainly concerned with the minimization of the total commu­
nication cost. In mesh-connected or hypercube computers, a node sending data to 
its group leader has to pass all intermediate nodes. Processors that are far apart 
have to travel long way to communicate, incurring great amount of data flow in 
the network. We normalize a node's cost for traveling to its immediate neighbor to 
"one step." The number of steps that a node travels to its leader is said to be its 
communication cost. For example, if there are 4 intermediate nodes between a node 
and its data collector, the communication cost for collecting this node's data is 5. 
The total communication cost is the total number of steps that all nodes have to 
travel in the processing. The target of this work is to find a hierarchical structure 
of nodes so that the total communication cost is minimized. 
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It is worth pointing out that assuming a normalized "1" cost for each hop of 
communication is for the purpose of mathematical tractability. Once the analytical 
hierarchy is obtained with that assumption, it should be useful to all kinds of (fixed 
or variable) cost incurred in communication between nodes. 

We study the optimization problem for two specific networks: mesh and hy­
percube. It was discovered in empirical study that due to the large variety of the 
parallel and distributed systems and applications, it is impossible to find out a gen­
eral solution to the optimization problem for all sorts of networks/applications. We 
choose these two networks because of their popularity in multicomputer systems. 
Furthermore, in this paper we restrict our treatment only to squared meshes for 
tractability. Meshes of more general dimensions will be considered in future work. 
Finally, in this paper, "processor," "process," and "node" will be used interchange­
ably. 

3. Hierarchical configuration for mesh 

Let the squared mesh contain TV2 processors, with dimensions N x N. If the 
whole mesh is viewed as one hierarchy (one-level), then choosing the center node 
as the master node (i.e., the group leader with the entire mesh as the group) would 
obviously minimize the total communication cost. Depending on whether N is an 
odd or even number, the cost can be calculated as follows. See Figure 1. 

000000 
00000 000000 
00000 000000 
00100001000 
00000 000000 
00000 000000 

N 

(a) Nodd:N = 5 

N-1 

(b) Neven:N = 6 

dist. (N-1)/2 

-dist. N-(N-1)/2 

- dist. N-2 
- dist. N-1 

(c) Cost calculation 

Fig. 1. (a) A 5 x 5 mesh. At center is the master node (dark). Numbers in all 
other nodes represent their communication costs, (b) A 6 x 6 mesh. The dark 
node at the "pseudo center" is the master, (c) Illustration for cost calculation. 

N is odd 

When N is odd, there exists a true central node, and it will be taken as the mas­
ter node (the dark node in Figure 1(a) and (c)). The number in a node represents 
its communication cost for monitoring, i.e., the Hamming distance from itself to 
the monitor. The total communication cost, denoted as C0(N), can be calculated 
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as follows. Refer to Figure 1(c). 

nodes of dist . 1 nodes of dist. 2 nodes of dist. 3 nodes of dist . (N- l ) / 2 

C0(N) = 1-1-4 + 2 - 2 - 4 + 3 - 3 - 4 + - - - + {(N - l)/2) - ((N - l)/2) • 4 
> v ' 

all white nodes in Figure 1(c) 

nodes of dist . N- l nodes of dist. N-2 nodes of dist . N - ( N - l ) / 2 

+ (AT - 1) -1 • 4 + (N - 2) • 2 • 4 + - - - + (N - (N - l)/2) • ({N - l)/2) • 4 
> v ' 

all grey nodes in Figure 1(c) 
N-l N-l 

= 4 ^ S 2 + 4^(iV-;)2 
2 = 1 2 = 1 

N-l 

= 4i\r£ I 

2 = 1 

Ns-N 

N is even 

Refer to Figure 1(b). When N is even, there is no true central node. Any one 
of the four nodes in the central "area" can be picked as the master, as shown in 
Figure 1(b). The total cost, denoted as Ce(N), is CQ(N — 1) plus the cost of grey 
nodes. 

Ce(N) - ( J V - l ) ~ ( A r ~ 1 ) + 2 - ( i V / 2 ) + 4 Yl * + l "W 

C0(N-1) 
2=f + l 

all grey nodes in Figure 1(b) 

2 

To summarize the preceding discussion, the total communication cost C(N) for 
an N x N mesh using a central monitor is 

^ , iVodd 

(1) 
^ , N even 

It can be shown that using any non-central monitor would cost more, with the 
monitor at corner costing most. 

In the following Section 3.1, we will obtain the optimal partition of processors 
assuming a two-level hierarchy. Using the result for two-level partitioning, in Section 
3.2 we present the algorithm for optimal multiple-level partitioning. 
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3.1. Optimal two-level partitioning 

In a two-level partitioning, the whole mesh is divided into several submeshes. 
Each submesh has a group leader. A group leader will collect data in its submesh, 
and then turn the data in to a leader at the higher level. As stated before, the 
purpose of hierarchical monitoring is to reduce the overall system cost incurred by 
monitoring. Assuming two-level hierarchy, we need to find out the best way to 
divide the mesh so that the total communication cost is minimum. 

innn 
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Fig. 2. Two-level partitioning. The N x N nodes are divided into ( — ) 2 x x x 
submeshes. The grey nodes are level-one leaders, the darkest node is level-two 
leader. 

See Figure 2. Let the submesh be of dimension x x x, so that x divides N. Then 
by Eq. (1) the cost for local monitoring will be: 

x odd 
C(x) = 

. y , x even 

Therefore the total cost for all ( ^ ) 2 level-one submeshes is given by: 

§0r3-*)-(f)2, xodd 
Ci(N,x) = 

K ^ M f ) 2 , seven 
(2) 

At level-two, note that all local leaders form a squared mesh by themselves (the 
darker nodes in Figure 2). So choosing the central or near-central node among them 
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as the leader (the darkest node in Figure 2) will give the minimum communication 
cost. However, the cost of "one step" (i.e., passage of data from a node to its 
immediate neighbor) is x instead of 1. Applying Eq. (1) again, the cost for level-
two is given as follows: 

K( f ) 3 - f ) - * . f odd 
(3) Cn(N,x) = 

1 ( f ) 3 -x, f e v e n 

Combining (2) and (3), we have the expression for total cost of the two-level hier­
archical monitoring system: 

Ctotai(N,x) = CI(N,x)+CII(N,x) 

- < 

;(x3-x)-(f)2 + i ( ( f ) 3 - f ) -x = 

K* 8 - * ) • (£ ) ' + 1(f)3 •* 

,T2n.3_Nx2_N2„ 

2x2 x odd, — odd 
7 X 

x odd, — even 
1 X 

^ 3 ) ' ( f ) 2 + | ( ( f ) 3 - f ) - ^ - N'2x\Nf+N\ x even, f odd 

N2x6-N2x+N6 

2x2 

| ( *3 ) - ( f )2 + | ( f ) 3 - * _ JV 2 s 3 +iV 3 

~~ 2x 2 ' x even, 
N 

even 

There is an optimal x to make the minimum Ctotai(N,x). To obtain the optimal 
x, just take the derivative of Ctotai(N,x) with respect to x, denoted Ctotai(N,x)x, 
and solve Ctotai(N, x)'x — 0 for x. 

( ( 

ctotMx)'x 

N2x3-Nx2-N2x+N' 
2x2 -)' = £ + fi-£, .odd, f odd 

/ X 

(N2*3-£X+NS)'x = £ + £ " £ , * odd, f e v e n 

(N2x3-Nx2+N3\' _ 

V 2*2 ) x ~ 

fN2x3+N3\' _ 

I 2*2 )x ~ 

2 

Nl 
2 

AT3 

rr3 ' 

N3 

x even. 

a; even, 

AT 

AT 

Odd 

even 

Solving ^y- + ^ — 73- = 0 and ^ — ^ - = 0, respectively, for x, and only taking 
the real root, we get 

( %/27N+3\/3+8lN2 _ 1 
3 \ / 27 iV4-3^3+81Ar2 ' 

S/2iV\ 

x odd 

x even 

The difference between #2N and ( V*™+* #&&**. _ IS 

vanishingly small. So for all practical purposes, we can just use an integer close 
to y/2N for the size of submesh to achieve the minimum total cost. 
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Theorem 1 In a two-level hierarchical monitoring system, if the level-1 submesh 
is of dimension x x x, so that 

1. x is as close to \/2N as possible 

2. x divides N 

then the system's total communication cost is minimum. 
Figure 3 illustrates the level-1, level-2, and total costs as function of submesh 

size x, for a two-level monitoring system, where the original mesh size is N = 72. 
\/2N = v /l44 « 5.24. According to Theorem 1, x = 6 will be chosen as the optimal 
submesh size. The total cost is 20736, which is minimum. 

80000 -, 
70000 -
60000 -
50000 -
40000 -
30000 
20000 
10000 

n . 

N = 72 

* / I 
\ x = 

Y v̂_ 
= 6 * I 

•••^Jl'—::* 

* _ * ^ i * ~ ~ * ~ ' — * ± J. x I \——i i r i ™ i ™ i »T"'« i A - I a 1 

2 3 4 6 8 9 12 18 24 36 

Level-1 Size (x) 

— « — Level-1 Cost I 
—A—Level-2 Cost 
—•—Total Cost 

Fig. 3. Level-1, level-2, and total costs as function of submesh size x. The 
original mesh size is N = 72. It can be seen that there is a minimum total 
cost. 

The saving of communication cost gained by this two-level hierarchical scheme 
is substantial. The ratio of min.-two-level-cost/one-level-cost is (assuming even iV, 
even x) 

which is ever decreasing as N grows. Figure 4(a) shows a comparison between min­
imum two-level cost and one-level cost, and Figure 4(b) shows the same comparison 
for a broader range of N. When N = 10, the min.-two-level-cost/one-level-cost 
ratio is about 40%; when N = 100, less than 9%; when N = 200, less than 6%. 

3.2. Multiple-level partitioning 

If the levels of partition are more than 2, cost can be further reduced. Extending 
the approach for two-level partition, for a partition of m levels, let x\ be the submesh 
size at level-1 (the bottom level), x<i the submesh size at level-2, ..., so that N = 
xi x X2 x • • • x % . Ideally, an optimal total cost can be obtained by finding the 
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One-Level Cost 

Min. Two-Level Costl 

(a) 

- One-Level Cost 

-Min. Two-Level Cost 

10 30 50 70 90 110 130 150 170 190 

N 

(b) 

Fig. 4. Comparison of minimum two-level cost and one-level cost. 
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minimum value of a multi-variable cost function C(xi, . . . ,#m) . However, even for a 
modest ra, that is a mathematically burdensome task. So instead of computing the 
absolutely optimal partition for a larger ra, we resort to repeatedly applying the 
result for two-level partition, until the desired level number is reached or desired 
total cost obtained. 

It is observed that in optimal two-level partition, the cost of level-one (bottom 
level) is twice as large as that of level-two. Assuming even JV, even x: 

CI(N,x = V2N)=1-(x>).(^ 
x=V2N 2 

and 
Ci 

x=mr 4 2 

So, for three-level partition, we can do a second two-level partition for all sub-
meshes at the bottom level, further reducing the total cost. As the number of levels 
increases, it is not always the bottom level that has the largest cost. However, 
keeping track of the level of largest cost is not a difficult job. All we need to do 
is to compare the current largest cost with the cost of newly obtained level. The 
algorithm for multiple-level partition is described below. 

Do an optimal two-level partition /* initial step */ 

levelCount <— 2 

levelOfLargestCost<- 2 

repeat 

{ 
At levelOfLargestCost, do an optimal two-level partition 

Update levelOfLargestCost 

levelCount+-\-

} 
until ( levelCount = targetLevelNumber \ \ totalCost < targetCost) 

An important observation is that the magnitude of cost reduction, in terms of 
percentage, drops rather quickly as each new level is added, i.e, the most substantial 
saving occurs when the system goes from one-level to two-level, but much less 
substantial going from two-level to three-level, and so on. Take the example of 

« 11%, 
N=72 

N — 12 again. The ratio of min.-two-level-cost/one-level-cost | 3 ' 
with the optimal level-one submesh size 6, and total cost 20736. The costs at level-1 
and level-2 are 15552 and 5184, respectively. Another two-level partition at bottom-
level will reduce the cost from 15552 to 8640. So the reduction rate from two-level 
to three-level is (8640 + 5184)/20736 « 67%. 
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significant gain in cost reduction. Therefore, it is a good idea to set the number of 
levels to a modest value, such as 3, 4, or 5, for most meshes, directly reducing the 
time complexity of the algorithm. 

4. Hierarchical configuration for hypercube 

An n-cube consists of 2n nodes, addressed (numbered) from 00...0 to 11...1. A 
n n 

link exists between two nodes if their addresses differ in one and only one bit. Figure 
5 shows a 4-cube. 

0000 

ooot 

1110 

1111 

Fig. 5. A 4-cube. Node 0000 is the monitor. The number inside a node 
represents its communication cost. 

Assuming a one-level scheme, since the n-cube is a completely symmetric struc­
ture, whichever node is picked as the monitor, the total communication cost is the 
same. In Figure 5, node 0000 is the monitor. The number inside a node represents 
its communication cost. The total communication cost C(n) is: 

C(») = l . g ) + 2 . @ ) + . . . + „.(») 

2 = 1 

n - 1 

= 5>«) = »E(V) 
i=0 

(4) 

= n - 2 n - l 

J^.l. Optimal two-level partitioning 

In a two-level scheme, we divide an n-cube into 2n~x x-cubes, where x < n. The 
monitoring data in each subcube is collected by a local group leader, represented 
by the grey nodes in Figure 6. All level-1 leaders themselves form a (n — #)-cube, 
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connected by the bold links in Figure 6, and report to a master node, which is 
represented by the darkest node in Figure 6. In Figure 6(a), n = 4 and x = 2. 
Applying Eq. (4), the local cost is 2 • 2 2 _ 1 = 4. There are 24~2 = 4 subcubes, 
giving total level-1 cost of 16. Level-1 monitors form a 2-cube at level-2, giving cost 

2-subcube 3-subcube 

(a) (b) 

Fig. 6. (a) Subcube size x — 2. (b) Subcube size x = 3. 

To summarize, the total cost for a two-level n-cube monitoring system, denoted 
C(n, x) with x being the subcube dimension, is 

C(n, x) = x • 2*-1 • T~x + (n - x) • 2 ^ - ^ ~ 1 

V v / v v / 
level-1 cost l e y e l_2 c o s t ^ 

= x • 2 n " 1 + (n-x)- 2n-x~1 

To obtain the minimum value of C(n, x), we take the derivative of C(n, x) with 
respect to x, denoted C(n,x)/

a:, and solve C(n,x)'x — 0 for x. 

C(n,x)'x = {x.2n~1 + (n-x)-2n-*-1)'x 

= 2 ^ - ! - 2 n - * " 1 - In 2 • (n - x) • 2n~x-1 

Solving 271-1 - 2 n - x " 1 - In 2 • (n - x) • 2 n ~ x - 1 = 0 for re, we have 

-Lam6er tW(e l n 2 n + 1 ) + In2 • n + 1 

(6) 

x = In 2 
(7) 

where LambertW is a special function that satisfies 

Lam6erW(x) • e
Lambertw^ = x 

The numerical values of x as a function of n is given in Figure 7. To see the 
trend of the function we chose the range of n from 1 to 64. But given current 
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technology, 64 is too big a number for the dimension of hypercube. A more practical 
range of n is from 5 (32 nodes) to 20 (1,048,576 nodes). Since the calculation 
of x = (-LambertW(eln2n+1) + In2 • n + l ) / l n 2 is not a light undertaking, for 
implementation we could pre-store the table in Figure 7. 

n 1 
x \ 0.459 

21 
0.8469| 

17 18 
3.391 3.453 

33 34 
""4385~ 4.429" 

49 50 
4.978' 5.006' 

X 

c 

5 -

4 -

3 -

2 -

0 -

31 
1.177! 

19 
3.549 

35 
4.473 

51 
5.085:" 

4 
1.4631 

20 
3.621 

36 
"4516" 

52 
&064 

& 
1.713! 

21 
3.694 

37 
4559 

53 
5~093 

T — I — I I ' 1 

61 
1933| 

22 
3.766 

38 
* 4588 

54 
5.122 

7 
2.13 

23 
3.838 

39 
' 47631 

55 
5.151 

a 
2307! 

24 
3.896 

40 
,w4.675" 

56 
' "518 

9j 
' 24671" 

25 
3.968 

41 
'4704" 

57 
5.208 

10! 
2^41 

26 
"4.025 

42 
4747 

58 
5.237 

11! 
2749| 

27 
4.083 

43 
4.776 

59 
5.252 

a 
2873I 

28 
4.126 

44 
4.819 

60 
5.281' 

131 

29 
4.184 

45 
4.848 

6V 
5.309 

14 
a-ioi 

30 
4.242 

15 
3.199 

16] 
3.294] 

31 j 32] 
'""42W" 4328) 

461 47 
4877i 492 

62 
5.338 

48| 

63. 64 
5.353 5.382 

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64 

n 

Fig. 7. Values of x as a function of n. Note that x grows very slowly. 

It is worth pointing out that the optimal subcube size grows very slowly as the 
n-cube grows. More specifically, for all practical cubes (e.g., from 5-cube to 20-
cube), the optimal subcube dimension can only be 2, or 3, or 4. This property can 
be used when constructing multiple-level hierarchical monitoring systems. 

The saving of communication cost gained by the optimal two-level scheme is 
shown in Figure 8, which depicts the ratio of min-two-level-cost and one-level-cost. 
It shows a pattern of behavior similar to the case of mesh: the ratio is ever decreasing 
as the cube size is increasing. When n = 5, ratio is about 55%; when n = 10, about 
39%; when n = 20, about 25%. 

4-2. Multiple-level partitioning 

Figure 9 shows the ratio of lst-level and 2nd-level costs, given the optimal sub-
cube size. 

Like in the case of mesh, the cost of lst-level is always bigger than that of 2nd-
level. (The difference is, however, that the ratio is not a fixed value as in the case of 
mesh: it grows as n grows.) To construct a multiple-level hierarchical monitoring 
system, we could repeatedly do two-level partitions, as we did for mesh. 
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4 5 6 7 8 9 101112 1314 1516171819 20 2122 23 24 25 

n 
Fig. 8. Ratio of minimum two-level cost and one-level cost for hypercube. 

<fi 3.5 
(A 
O 
O 

a> 

le
v 

•a 
c 

OJ 

> 
0) 

st
-

r" o 
(0 
K 

3 

2.5 

V 

1.5 

1 

0.5 

0 
1 2 3 4 5 6 7 8 9 10 1112 13 14 15 16 17 18 19 20 21 

n 

Fig. 9. Ratio of lst-level and 2nd-level costs given the optimal subcube size. 
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An alternative approach is to make use of the property that the optimal sub-
cube size can only take value of 2, 3, or 4 for any practical cube. Since the set of 
possible subcube sizes is small, an "exhaustive" trial can be carried out to find an 
optimal partition. In the following algorithm, m is the number of levels one wants 
to implement. 

minCost 4- oo /* initial minCost */ 

for ( c i = 2 , 3 , 4 ) 
for ( c 2 = 2 ,3 ,4) 

for ( c m _ i - 2 ,3 ,4) { 

if ( ci + c2 H h cm_i < n ) { 

compute currentTotalCost with c^-cube at level-i, 1 < i < m — 1, 
and (n - (ci -h C2 H h cm_i))-cube at level-m 

if ( currentTotalCost < minCost) { 

minCost <- currentTotalCost 
keep track of current (ci, C2, • • •, cm) 

} 

} 
} 

return minCost, (c\, C2, • • •, cm) 

The observation made for mesh also holds here: the rate of cost reduction drops 
significantly as each new level is added. Therefore, for all practical n-cubes, we 
have a hierarchical system with a small number of levels. That means the for-loops 
in the algorithm will nest only a small number of times (say 3, 4, or 5), making the 
algorithm complexity tractable. 

5. Conclusion 

We have studied the problem of hierarchical configuration for distributed sys­
tems on mesh and hyper cube. Non-exact algorithms, which include approximate 
and heuristic algorithms, yield feasible solutions that cannot be guaranteed to be 
optimal. They are feasible alternatives if finding optimal solutions with accept­
able cost is impossible. On the other hand, exact solutions may be feasible only 
under special conditions and assumptions. In this paper, we have proposed hier­
archical configuration schemes for two popular interconnection networks, mesh and 
hypercube, based on analytical results for optimal two-level partition. The abso­
lutely optimal multiple-level partition could be achieved by extending the results for 
two-level partition. However from an algorithmic point of view we resort to repeat­
edly applying two-level partitions to obtain multiple-level hierarchy. An important 
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property revealed by the analysis is that for most practical meshes/hypercubes, a 
modest number of levels will already achieve almost all the cost reduction, i.e., very 
soon we will reach the point where adding more levels will not gain any meaningful 
reduction. This fact is very useful in controlling the algorithm's complexity. 

When we dealt with mesh in this paper, we assumed its shape squared. Although 
it is an assumption in many research works, meshes of rectangular but non-squared 
shape are commonplace. The optimal partition of non-squared meshes would be an 
interesting research topic, of which the results of this paper will be a special case. 
Another possible extention of this paper's work is to look into the meshes of large, 
prime-numbered sizes, e.g., a mesh of 31 x 31. Under the current scheme, we could 
just use equation \/2N to get a set of submeshes of unequal sizes. But there might 
be an altogether new way to divide prime-numbered sizes that can achieve better 
reduction. 

As we mentioned in the Introduction, although this paper is presented in specific 
contexts (e.g, in terms of distributed monitoring), the approaches developed here 
may be used to a broader range of hierarchical control/computational problems in 
distributed processing. Study of algorithms for different forms of hierarchical config­
urations could be a direction to which the current work can be extended. Another 
immediate future research can be the simulation study of the effect of assuming 
unit cost (for analytical tractability) against the more realistic variable traffic cost 
incurred in the network. Finally, this paper has considered the hierarchical config­
uration of networks only theoretically. Since optimizing network performance using 
hierarchical levels is already a commonly adopted approach in practice, experimen­
tal measurements of improvement on real machines/networks would be useful to 
show practical relevance of this strategy. 
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